BACKDOOR ATACKS ON 3D CAZE ESTIMATION MODELS
CSE3000 Research Project

| » B
MOTIVATION RESULTS
CGaze estimation: key for HCI, driver monitoring|3] ete. Small poisoning rate (5%] -+ high attack success
Deep learning: vuinerable to backdoors Clean accuracy. unchanged
| Security risk: hidden triggers, Trigger » attacker-chosen gaze output
| attacker control RESEARCH QUESTION £z
To what extent ean 3D gaze ===

METHODOLOGCY regression models be compromised

by BacdNet style backdoor attacks?

Backdoor type: BadNets|1|

Dataset: MPlIFaceGaze (2]

Model: ResNet-18 [regression]

Attack: Poisoned samples with visual triggers
Evaluation: Angular error, attack success rdte
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CONCLUSION & FUTURE WORK

Backdoor attacks work on regression, not just
classification

THREAT MODEL

Attacker poisons small part of
training data by adding visual

STIOOL S Lot ol o Need for new defenses in regression tasks
Goal model predicts attacker's gaze when trlggar is

|
|
| present - Supply chain attack: attack during data Future: develop detection methods, test on
‘ collection or preprocessing more datasets, study other attack types
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