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Related Literature

Can we choose the best-performing
algorithm for a problem instance
without running it?

Algorithm Selection
Problem

Results

Can we increase scalability in
building Optimal Decision Trees to
solve the Algorithm Selection
Problem using Dynamic
Programming [2,3]?

Objective

Define the task that can be
used in STreeD[3].
Implement the task
Implement regularization
to reduce overfitting
Compare with state-of-
the-art[4] on scalability
Analyse out-of-sample
accuracy
Check different
binarization strategies

Methodology Plots

The method performs orders of magnitude
better than current state-of-the-art
There is potential for more runtime
improvements using bounds-based pruning.
The model performs well on the tested
datasets, but more experiments should be
run.
The model is interpretable and can give us
new insights into the nature of NP-Hard
problems.
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Figure 2: 
Small scale example of a possible interpretable tree

Figure 1: 
Summary of the Algorithm Selection Problem

The Dynamic Programming approach
outperforms the Mixed-Integer-
Programming model by a factor of
around 100000x, while optimizing the
same metric and so obtaining the
same tree.

Figure 3: 
Runtime comparison for the two competing methods using MaxSAT
2021 dataset

A tree can be trained in short times
Accuracy is comparable to state-of-the-art
More datasets with larger sizes should be
used to analyze out-of-sample performance
more accurately
Bounds-based pruning is present but can be
further improved


