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e Modelling opponents in Reinforcement Learning = Using an embedding did not improve results over base-

e Dorecent techniques work well in the Iterated Prison- line

Scores over episodes

er's Dilemma? = Both learn to exhibit Tit-For-Tat behavior

e Reproduced and expanded the recent Self Modelling 30 ek = Embeddings only added to random noise
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