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In terms of motivation, the groups were measured ac ross four 
factors: 
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DOMAIN  SPECIFICITY  IN SUPERVISED
MACHINE LEARNING  ANALOGIES 

RESULTS 
Overall, it can be concluded that domain
specificity has no significant effect on a
learner’s understanding when subjected to
supervised ML concepts. 

Experts’s evaluations show that even
though some analogies are considered well
constructed, given the subjectivity of
interpreting them, the overall agreement is
not exceptionally high. 

The user evaluation revealed no
statistically signifcant difference between
both group regarding knowledge gain or
motivation. 

These results imply that for analogies to be
effective, there is no requirement for
degree of specificity, as long as the domain
is known to the reader. Even though, this
study comes with limitations (small sample
size, unever group distribution), it opens
the door to explore questions as the effect
of specificity on different types of
questions. 

CONCLUSIONS 

Despite artificial intelligence’s and machine learning’s
widespread presence, the inner workings of these technologies
are a mystery even to most users. Even to computer science
students, learning in this area can be quite a challenge. The use
of analogies to explain concepts proves to be useful [1] in
general but can it be applied to machine learning? Literature on
teaching machine learning through these methods has a
significant gap [2]. Furthermore, is it possible to target a specific
domain a person is familar with to make analogies more
understandable? The video game domain is an interest possiblity
given computer science students’ tendency to understand this
area [3]. 

INTRODUCTION 
How does domain specificity influence analogy-based explanations in
supervised machine learning for first-year bachelor computer science
students? 

RESEARCH QUESTION 

METHODOLOGY 
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We need to learn how to teach Machine Learning 

How effective are analogy-based explanations using domain- 
 specific concepts from  computer gameplay  in helping 
 understand supervised machine learning for first-year bachelor 
 computer science students? 
What insights do expert evaluations show about the strengths
and weaknesses of domain-specificity in analogy-based
explanations for teaching supervised machine learning? 
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A total of 15 experts of different ML
knowledge levels participated in the
evaluation. Not every expert
reviewed every analogy. The
responses were evenly distributed,
with each analogy being reviewed
by 3-4 experts.   

Through A / B testing,
two groups delivered a
total of 24 responses.
Group A, who focused
on general domain
analogies provided 14
answers and Group B,
who focused on
specific domain,
answered 10 times. 

In terms of knowledge gain: 
Group A’s accuracy when answering was  44.05%. 
Group B’s accuracy when answering was  43.33%. 

Interestingly, the accuracy varied on different types of questions. 

To answer the research question, analogies based on
supervised ML concepts were created and experts helped
pick two which were later used to test on the target group.
Both chosen concepts had one analogy in the general domain
and one in the gaming domain. A survey was created to test
users’ knowledge gain and their motivation when subjected to
both the definition of a concept and its analogy. Users were
divided into two groups through A / B testing to compare
results. 

Motivation Factors by Group 


