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Problem description and Methodology
Given a probability distribution P(x, y), where x is the feature vector and y is its class
label, a concept shift takes place whenever there is a change in the joint probability
distribution P(x, y) = P(x)P(y|x) = P(y)P(x|y). A shift can take place in any of the four
presented probability distributions. 
This research considers shift in P(x), also known as virtual domain shift, explored
with image data, and in P(y|x), also known as real shift, explored with tabular data. A
real shift alters the classification boundary, unlike a virtual shift, which does not [1].
Concept shift is defined by two characteristics: form (the probability distribution
affected by the shift) and severity (describing how different the new concept is from
the one during training).

Introduction to Federated Learning and Concept Shift
Federated learning is a decentralized approach to machine learning, where data is
split throughout multiple clients and where privacy is paramount. It enables
multiple devices to collaboratively train a model while keeping the data localized.

Research Question
Are federated models affected by concept shift more than

centralized models?

Concept drift is the phenomenon of data having a shift in its underlying
distribution over time, necessitating continuous model adaptation to avoid
performance drops.
We introduce the notion of concept shift, where a model is trained on a set of
data and deployed in an environment where the data faces a sudden change of
concept. 

The classification performance of 3 models is compared: a centralized model, a
federated model with IID data throughout clients and a federated model with non-IID
data throughout clients, i.e., class sample size differs between the clients. 
A basic FL algorithm is used for training the federated models, FedAvg [2], proven to
have similar performance to centralized learning techniques.

Inducing Concept Shift
For tabular data, a 2D linearly separable, binary-classification problem is used. 
Real shift is induced by rotating the boundary around its center. Rotation is done counterclockwise
incrementally by 10° until 90°. A greater rotation induces a more severe shift.

The CIFAR-10 dataset is used for image data. Virtual domain shift is induced by applying compositions of image transforms to the test
set. The intended effect is to induce concept shift, rather than to perform data augmentation.
To measure dissimilarity, the Jensen-Shannon divergence between feature distributions of transformed and original data is used, along
with cumulative variance explained by the principal components (for the first n features, denoted as C n). The assumption is that the
transform producing most similar data is on augment level (“Train”), while the “Aggressive” transforms represent concept shift. A shift
increases in severity when the dissimilarity increases as well.
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Setup and Results
Tabular Data

Federated training is done with 20% clients per round, solely on non-rotated data.
The problem is explored with 30, 100, and 200 training samples, tested on 200k samples.
The problem’s complexity is increased by adding two, respectively five redundant features. They
do not affect the real boundary of the problem.

Results show that the non-IID model is underperforming, however given enough training samples,
it can achieve comparable performance to IID and centralized model. As the severity of the shift
increases, the gap in performance decreases.
The IID model shows comparable performance to the centralized model, except when training on
30 samples and five noisy features.

Image Data
Federated training is done with 100% clients per round. With 20% clients per round, the non-IID
model cannot keep up with the other two. The IID model, however, does not face this issue.
Furthermore, training is done with only original train data, and with 20% of data “Train”
transformed, 80% original train data. This is done as the “Train” composition provides features in
common with the “Aggressive” transforms, and to understand how well the models can make use
of these common features under concept shift. Testing is done on the fully transformed test set.

Results show that in all five experiments, the centralized model is better. With 100% of the clients,
the non-IID and IID models show very similar performances. The impact of decentralized data is
still observed, which is due to FedAvg being less precise in weight calculations than the
centralized model. Here as well as the severity of the shift increases, the gap in performance
decreases. 
Furthermore, results with 20% clients show that data being non-IID is the more significant issue,
rather than the decentralized nature of data.. 

Classification performance of the three models on test data under the different
transforms, with federated models using all clients per round to train

Differences in the transformed data
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Conclusions

Federated models can indeed be more affected by concept shift than centralized
models. However, the extent to this difference in performance is also affected by
other factors, such as:

non-IID data throughout the federated clients;
complexity of the problem and number of available training samples;
severity of the shift;
the number of clients used for training. 

Experiments have shown that the centralized model is better under concept shift
than both federated models, and that the IID federated model is better than the
non-IID one. However, the overall difference in performance was not large, and
might not outweigh the privacy trade-offs of centralizing data.

Future Work

Further work is comprised of experimentation with different types of data (e.g.
textual), different problems (e.g., image segmentation), and other datasets to
use. Another interesting investigation would be to experiment with a problem
with class overlap, as this makes the learning process fundamentally harder.

In the context of the tabular experiment, further work includes experimentation
with multi-classification, rather than just binary classification, as well as using a
dataset with a non-linear boundary, as the classification problem is more
complex in these settings.

Lastly, experimentation should also be done with concept shift affecting P(y)
and P(x|y), as these cases were not considered.

Classification performance of the federated models on test data under the
different transforms, with federated models using 20% clients per round to train
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