
Semantic Loss is a type of NeSy model that
allows a user to define constraints for the
output of a model. 

BadNets is a type of backdoor attack where
the attacker alters the images by adding a
digital modification that is consistently found
on the poisoned samples. The label(s) of these
samples are also modified to contain the
target label.

CelebA is a dataset that consists of 202,599
faces, which are labeled with 40 attributes. 
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How do semantic loss models
perform against BadNets data
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Trigger Exploration

Base → More robust
Targetless → No improvement
Target-Focused → SL component too
small

Different
Weights

Evaluated four different models:
Neural Network
SL with Base constraints
SL with Targetless constraints
SL with Target-Focused constraints

Small weight → High BA and ASR
Large weight → Decrease in BA and
ASR
Important to tune weight for optimal
results

Evaluated Base and Target-Focused
models with a SL component of weight
0.1, 0.2, 0.5, 1, and 2.

Evaluated nine different triggers by
combining the sizes 1x1, 5x5, and 10x10
with positions bottom right corner,
center, and all corners + center. 

No effect on the performance of the
attack.

Conclusion7

SL increase robustness of NNs
Constraints play a very significant role
Higher SL weights improved robustness
but reduced BA.
Trigger size and position had minimal
impact on ASR or BA.

Fig.Sample image with corresponding labels.
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