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Introduction & Background

Learning curves describe the relationship between
training data size and model performance. Curve fitting
IS commonly used to model these relationships, but
the iImpact of sample weighting on learning curve fitting
remains underexplored. This study Investigates the
effect of various sample weighting methods, including
anchor, error rate and Inverse-variance weighting, on
Improving curve fit accuracy.
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Prior work, such as Brumen et al. (2014), analyzed
curve functions but focused on a single learner and
imited datasets|1], while Figureoa et al. (2012)
applied simple weights but lacked robust
extrapolation and statistical rigor|2]. Building on this,
we analyze multiple learners, employ both
Interpolation and extrapolation, and evaluate
statistical significance using the Wilcoxon signed-
rank test to address existing limitations and advance
the study of learning curves.

Learning curve points example of sample weights based on anchor
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Research Question: How do
various sample weighting
methods Improve learning
curve fitting?

Method & Experiment

We optimize learning curves with mean squared error
(MSE). To evaluate learning curve fitting, we use both
Interpolation (estimating performance within observed
data ranges) and extrapolation (predicting beyond
observed ranges), splitting datasets into fitting and
evaluation sets accordingly.
This study explores three
sample weighting methods
—~based on anchor size,
error rate, and error
variability (SD-Error)—with
welights scaled to Influence
curve fitting  outcomes,
evaluating their
effectiveness via MSE and
statistical significance using
the Wilcoxon signed-rank
test.

22 OpenML

We use 24 learners from the LCDB 1.0[3] paper and 72

datasets from the OpenML databases, prioritizing well-
behaved data on five learners. Data Is split into fitting,
Interpolation, and extrapolation sets (80/10/10%), using

the EXP3 function the LCDB paper for curve fitting and

evaluating MSE on unseen test data. The sample

weights were applied in the curve fit process, optimized

by Levenberg-Marquardt to assess their impact.
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Results & Conclusion

For the gradient boosting learner, we show that sample
weighting methods perform worse than uniform
weighting for Interpolation but outperform it for
extrapolation, with smaller means, medians, and
variances. All learners showed similar trends, with
extrapolation performing significantly better, evaluating
with Wilcoxon (P<.001), when large weights increased
on anchor and decreased on error rate and SD-Error.

Evaluation of various sample weighting methods obtained through interpolation of MSE Evaluation of various sample weighting methods obtained through extrapolation of MSE
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These results show that sample weighting Improves
performance prediction for larger, unseen anchor values
but It does not for anchors within the observed data
range. Limitations include reliance on well-behaved
curves, single data splits without cross-validation, hard-
coded weight scales and time constraints. Future work
could Involve evaluating more diverse learner-dataset
combinations, exploring dynamic methods for selecting
welight scales, and using multiple data splits for robust
evaluation. Greater computational resources would
enable broader analyses with more complex models and
larger datasets.
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