
Multi-Armed bandits 
Multi-armed bandits are a class of decision-making problems with a wide variety of
applications. But the efficiency of these algorithms varies based on the environment. In this
project we look at a few algorithms and compare their performance in non-linear kernelized
environments with noisy observations. 

Multi-Armed Bandit problems have the goal
of optimizing the trade-off between
exploration and exploitation of all choices.
Each decision yields some reward, and the
goal is to minimize the regret that follows
from a combination of decisions, that is to
say to minimize the difference between the
set of decisions made, and the set of optimal
decisions. In particular, these algorithms deal
with the trade-off between choosing the
best-known option and exploring new,
possibly better options. These algorithms are
widely used in reinforcement learning,
optimization and economics, where decisions
need to be made without all the information
and with some uncertainty.

Introduction

This project aims to compare between and
draw conclusions about different algorithms
for a specific environment in MAB problems. 

Objective

We used the SMPyBandits library for the
implementation of multi-armed bandits and
extend the framework for a tailored
kernelized algorithm, KernelUCB. We
compare the results by plotting the regret of
each algorithm over a fixed timespan for
several different reward functions.

Methodology

As expected, UCB, Exp3 and random
choice never converge in non-linear
environments, but KernelUCB almost
always does. Some kernel functions are
better in some environments than others
though. Furthermore, LinUCB sometimes
performs well, and even better than
KernelUCB in non-linear non-periodic
environments.

Results

UCB, Exp3 and random choice perform
poorly in all of the non-linear environments
that were tested. Surprisingly, LinUCB
sometimes still does well and even better
than KernelUCB. KernelUCB does well in
almost all non-linear settings though, and
especially in periodic environments with a
sine or cosine term. KernelUCB also does
not always converge though, and it is not
always the best choice. This really depends
on the environment, and needs to be judged
on a case-by-case basis; there is no one
clear winner that performs best for all
environments. 

Analysis

KernelUCB is a powerful algorithm that
works well for a lot of non-linear
environments, but it is not perfect. There
are more kernel functions to try, and there
are more MAB algorithms to try depending
on the setting of the problem. Nonetheless,
this research has proven that KernelUCB is
a good contender in non-linear scenarios. 

Conclusion
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