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Research Question
How can we mitigate the impact of node
churn in decentralized learning systems

to maintain some persistence of member
contributions?
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Decentralized learning is a paradigm to perform
machine learning from multi-source data in a
distributed and decentralized manner
Churn, when members leave the network, has the
most influence under non-identical and
independently distributed (non-IID) data, reducing
generalizability and hurting performance[1]
Possible scenario: decentralized learing where data
comes from mobile phones which often switch
between being online and offline
Existing efforts often treat the performance of
decentralized learning under churn as a secondary
issue, overlooking its significance

Churn:
Permanent churn is modeled with schedule deciding in
which iteration a member leaves.
probaiblistic churn is modeled with probability to leave
and rejoin the network

Joint Steps:
Dataset condensation: generate synthetic data using
distribution matching (see Figure 1)
Exchange synthetic data with neighbors  

Data Augmentation:
augment received data to train set
train with cross entropy loss

Synthetic Anchors (inspired by DeSA[2]):
augment  received data to synthetic set
train with cross entropy loss + supervised contrastive
loss[4] :

Setup
16 members in the network
3, 5, or 8 members leave the network
probability of being active : 80%, 90%, or 95%
test accuracy and accuracy on testing on missing
members data (MMD)
CIFAR10 dataset
Linear Synthetic Anchors: dynamic weights defined by
a linear function of the current iteration.

Data augmentation improves test accuracy by up to 5.32% and
MMD accuracy by up to 7.89%, while also reducing standard
deviation.
 Linear synthetic anchors outperform both data augmentation and
static synthetic anchors, with gains reaching 9.29% in test accuracy
and 6.75% in MMD accuracy when 3 or 5 members leave. They also
offer the highest stability, achieving lower standard deviation in 21
out of 24 test and MMD accuracy comparisons. Furthermore, they
achieve the best performance in 5 out of 6 probabilistic churn
scenarios.

Data augmentation as well as synthetic anchors help
mitigate the impact of churn and preserve member
contribution
Static synthetic anchors perform worse than data
augmentation because overrealying on synthetic data, which
although is more information dense carries less total
information 
Linear synthetic anchors perform the best balancing quick
learning with synthetic data with model tuning on regular
samples
Limitations: small network size, simplified churn and ML
models, and the computational cost of dataset condensation
Future work: larger network, more complex churn and
machine learning model. Different dataset condensation
method, different weight balance between losses in
synthetic anchors, and propagating synthetic data further


