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METHODOLOGY
Simulations are conducted using ns-3, a discrete-event network simulator well-suited
for protocol-level TCP behavior analysis.

INTRODUCTION
TCP[1] is a core protocol of the Internet,
enabling reliable communication across diverse
networks.
Despite its robustness, TCP performance can
degrade in real-world conditions like wireless
and asymmetric links [2].
In such environments, ACK packets may be
delayed, lost, or create unnecessary overhead
[3][4].
ACK suppression/aggregation techniques aim to
reduce protocol overhead but can distort the
timing of TCP feedback
To study this, we evaluate how TCP behaves
under two aggregation methods:

 

RESULTS

INVESTIGATING THE IMPACT OF ACK
AGGREGATION ON TCP PERFORMANCE
USING NS-3

CONCLUSION
Future work should explore fairness under MAC-layer aggregation
and incorporate more realistic wireless conditions including mobility,
interference, and Block ACK behaviour.
MAC-layer aggregation (A-MSDU, A-MPDU) significantly boosts
throughput by reducing protocol overhead, with two-level
aggregation offering the best performance.
In contrast, transport-layer aggregation (e.g., ACK suppression) is
less effective, causing throughput drops, fairness loss, and more
retransmissions, especially for algorithms needing timely feedback
like BBRv3 and Cubic.
NewReno is surprisingly robust across both scenarios, showing stable
throughput and fairness. Vegas, however, is unstable under both,
due to its RTT sensitivity and conservative response to burstiness.

MAC-LAYER AGGREGATION
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THROUGHPUT
BBRv3: Throughput drops with any
aggregation due to disrupted
startup.
CUBIC: Stable under moderate
aggregation; collapses at 16:1.
NewReno: Similar to CUBIC, but
recovers after a dip at 16:1.
Vegas: Unpredictable; performs
better than baseline with moderate
aggregation.

EVALUATION OF TRANSPORT AND MAC-LAYER AGGREGATION TECHNIQUES

TRANSPORT-LAYER AGGREGATION

Router-based ACK aggregation, using a programmable queue to delay and
suppress ACKs.
MAC-layer aggregation, using IEEE 802.11n features:

A-MSDU: Aggregates multiple payloads under one MAC header [8].
A-MPDU: Bundles full MAC frames with separate headers [12].

These mechanisms alter TCP’s feedback loop, and our study compares their impact
on four modern congestion control algorithms in both wired and wireless topologies. 

IEEE 802.11n

Aggregation methods:
Custom ACK
aggregation queue
(set aggregation
ratio/timeout)
A-MSDU/A-MPDU

RETRANSMISSIONS
Vegas: Zero at all levels;
avoids loss by design.
NewReno: Low and
stable; conservative and
reliable.
CUBIC: Retransmissions
increase due to
aggressive probing.
BBRv3: Initially low, but
increases with
aggregation.

THROUGHPUT
No aggregation: All TCP variants show low throughput due to
MAC overhead.
A-MSDU only: ~3× throughput boost; reduces overhead by
bundling data pre-header.
A-MPDU only: Even better gains; subframes are independently
ACKed and retransmitted.
Both enabled: Highest throughput (~41 Mbps); combines
efficiency and reliability.
Vegas: Consistently lower; prefers A-MSDU due to smoother
RTTs, struggles with A-MPDU’s burstiness.

Varying A-MPDU

Throughput improves with larger sizes for BBRv3, CUBIC, and
NewReno, but gains flatten at 64 KB.
Vegas degrades at first due to delay sensitivity, then stabilizes.
Bigger A-MPDUs reduce MAC overhead but may hurt delay-
based algorithms.

CONGESTION WINDOW
BBRv3: Frequent oscillations due to
RTT/bandwidth probing.
CUBIC: Typical growth-drop cycles;
slower ramp-up with more
aggregation.
NewReno: Clear sawtooth pattern;
higher aggregation delays cwnd
growth.
Vegas: cwnd quickly stabilizes and
stays flat; aggregation has minimal
effect.

FAIRNESS
At low aggregation, bandwidth is
shared fairly across all TCP
variants (except for Vegas).
Loss-based algorithms (CUBIC,
NewReno) tend to dominate, while
BBRv3 and Vegas often lose out
due to sensitivity to sparse ACKs.


