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» TCPLIl is a core protocol of the Internet, [imo” ' o wm —w TRANSPORT-LAYER AGGREGATION MAC-LAYER AGGREGATION

enabling reliable communication across diverse —L

networks. | . . CUBIC THROUGHPUT _ Algorithm baseline A-MPDU + A-MSDU A-MPDU A-MSDU
* Despite its robustness, TCP performance can kel =o° 2, 2, AR * BBRv3: Throughput drops with any BBRv3 11.90 41.43 40.24 37.57
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° , packets may DbDe Reserved | oo | CRC | G0 vure | MPDU. | Padding 3 - E;i g 1 pis e CUBIC: Stable under moderate

delayed, lost, or create unnecessary overhead FpE— : £ 2 ’J — e E 2 L aggregation; collapses at 16:1. THROUGHPUT

[31[4]. — — pes et L~ L ———————— - o NewReno: Similar to CUBIC, but * No aggregation: All TCP variants show low throughput due to
o ACK suppression/aggregation techniques aim to T Lsubtramen \ Tir;e (s) Jime (s) recovers after a dip at 16:1. MAC overhead.

rgd_uce protocol overhead but can distort the vrene ceas e Vegas: Unpredictable; performs ® A-MSDU only: ~3x throughput boost; reduces overhead by

timing of TC!D feedback 7" 7° /ﬁ\ nnnnn better than baseline with moderate bundling data pre-header.
. Todstutdy this, wet_evaluagf Qow TCP behaves %ﬁe 5;_6 e e m e n aggregation. e A-MPDU only: Even better gains; subframes are independently

under two aggregation methods: 2, 2, — ra ACKed and retransmitted.

o Router-based ACK aggregation, using a programmable queue to delay and gz gz :;;GW e Both enabled: Highest throughput (~41 Mbps); combines
suppress ACKs. a : T efficiency and reliability.
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o MAi l:/lyselgaga'egahon, using I_EEE 802.11n features: O N K e Vegas: Con5|sten.tly lower; p?refers _A MSDU due to smoother
= A- : Aggregates multiple payloads under one MAC header [8]. CONGESTION WINDOW RTTs, struggles with A-MPDU'’s burstiness.
= A-MPDU: Bundles full MAC frames with separate headers [12]. _ BBRv3
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e BBRv3: Frequent oscillations due to Varying A-MPDU
RTT/bandwidth probing.
e CUBIC: Typical growth-drop cycles;
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e These mechanisms alter TCP’s feedback loop, and our study compares their impact
on four modern congestion control algorithms in both wired and wireless topologies.
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Algorithm 64KB 32ZKB 16KB SKB 4KB
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30000 - slower  ramp-up  with  more CUBIC 4033 4033 3848 3428 2742
METHODOLOGY o ; agaregation, NewReno 4019 4011 3846 3846 2722
A R Vegas 16,52 1652 1558 1620 17.50

e NewReno: Clear sawtooth pattern;
higher aggregation delays cwnd
growth.

e Vegas: cwnd quickly stabilizes and
stays flat; aggregation has minimal

Simulations are conducted using ns-3, a discrete-event network simulator well-suited NewReno
for protocol-level TCP behavior analysis.
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e Throughput improves with larger sizes for BBRv3, CUBIC, and
NewReno, but gains flatten at 64 KB.

: . e Vegas degrades at first due to delay sensitivity, then stabilizes.
Wired Dumbbell Topology Wireless Dumbbell Topology 50000 § 20000 o Bigger A-MPDUs reduce MAC overhead but may hurt delay-
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o Vegas: Zero at all levels; 35{{T o o At low aggregation, bandwidth is
avoids loss by design. e shared fairly across all TCP o Future work should explore fairness under MAC-layer aggregation
« NewReno: Low . and — cuBIC variants (except for Vegas). and incorporate more realistic wireless conditions including mobility,
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stable; conservative and 5 e Loss-based algorithms (CUBIC, interference, and Block ACK behaviour. o
reliable. : 74\\_‘ NewReno) tend to dominate, while : i\:I]AC—gliyel; aggrega’gon. E:‘_MSD,[U’ lA_MPD:) j'gn'f'.ﬁntl}[’ bciOStsE
_ . roughpu y reducing protocol overhead, wi wo-leve
TCP variants Aggregation methods: METRICS * _CUBIC' Retransmissions = 3 i 8 Is BERv3 and. .V.egas often lose out aggregation offering the best performance.
BBRV3 e Custom ACK Increase du_e to Aogregation Ratle due to sensitivity to sparse ACKs. « In contrast, transport-layer aggregation (e.g., ACK suppression) is
: CUB\IIC aggregation queue Eg:\oigs?lzl:}twlndow SslUifia aBngRre;SI\I/efr(l)lbng but Algorithms 1:1 2:1 4:1 8:1 16:1  Generally Favoured Variant less effec.:tn./e, causmg.throughput C!I'OpS, fa|rn.ess l.OSS, and more
(set aggregation g s ° | vo:! Initially low, _U BBRv3 vs. CUBIC 0998 0936 0500 0500 0501 CUBIC r_etransmlssmns, espemally for algorithms needing timely feedback
e NewReno ratio/timeout) Retransmissions Increases with BBRv3 vs. NewReno  0.997 0972 0500 0500 0.507 NewReno like BBRv3 and Cubic.
e Vegas « A-MSDU/A-MPDU Jain’s Fairness Index aggregation. R D oo mEae (oo omvs « NewReno is surprisingly robust across both scenarios, showing stable
CUBIC vs. Vegas 0.535 0516 0505 0594 0.828 CUBIC throughput and fairness. Vegas, however, is unstable under both,
NewReno vs. Vegas  0.545 0539 0968 0501 0.503 Vegas due to its RTT sensitivity and conservative response to burstiness.
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