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2. BACKGROUN D

Could an image classifier detect all bricks within a pile of LEGO 

bricks? A first step in to uncovering this answer is the creation of a 

multi-label  image dataset of LEGO bricks to gain a sense of 

feasibility. However, data is one of computer vision's greatest 

constrictions; it strongly relies on many man hours  to collect images 

and many more to annotate them. Image data can be generated 

synthetically as an alternative to manual data collection. While less 

realistic, synthetic data is much cheaper to collect and annotate 

than real data. Past research has been able to accurately train 

networks using synthetic data to identify real data [1,2]. These 

synthetic methods are:

(a) Rendering  scenes of objects 

(b) Creating photoshopped  'cut&paste' scenes of objects We introduce three and compare differently generated datasets 
of LEGO bricks to be used for computer vision purposes: one 
traditionally generated dataset and two synthetically generated 
datasets.

F1 scores of  a m ult i-label classifying net work  t rained on t wo 
random  select ions of  5000 synt het ic im ages t est ed on 300 
real im ages.  F1 scores com bine precision and recall.

We investigate the domain shifts between different datasets. 
While some classes of brick are not affected by the domain shift, 
others are. Results indicate that cut&paste data is generally 
affected less.

 4. SPEEDUPS

To speed up 'real' data collection we:

1.  Photograph a selection of LEGO bricks multiple times, 
shuffling the bricks in between

2.  Create a new selection of bricks by adding or removing a 

single brick . This can be done up to 10 times

This adds imbalances to the dataset which decrease relative 
with an increase in data. We investigate the affect of these 
speedups on multi-label classification accuracy during training.

(a) rendered t raf f ic scene[1] (b) cut &past e scene[2]

Training accuracy

The validation set was 
selected on selections 

of LEGO bricks the 
classifier had never 
seen before. Low F1 
validation accuracy 

indicates the network 
overfit.

 5. CON CLUSION

We find that all datasets should be improved further for 
practical applications. We suspect:

1. The real data should be expanded or diversified
2. The rendered data would benefit most from more realistic 
3D models of bricks as well as more diverse lighting 
conditions

3.  The cut&paste data would benefit most from more diverse 
angle coverage and improved 'blending' of objects into 
scenes.

Finally, future works may consider adding more bricks per 
image.
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