
Dataset quality within a societally impactful 
machine learning domain

An overview of data collection and annotation practices of the datasets used by papers published by the ACL

2. Research questions

4. Results

7. Conclusions
● Datasets used in the past 2 years have little 

overlap with the ones in the past 5, 15 years
● Reporting practices generally getting better, 

with less missing information, but information 
is still missing in some key areas

● In order to avoid such issues in the future, 
academic organizations should require 
their papers that use datasets to provide a 
dataset checklist, with items based on [6].
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5. Discussion
1. It can be seen that the recently used 
datasets are very different from datasets used 
in the past 5, 15 years, suggests (1) new and 
better datasets are used (2) domain changed.
2. The high use of MTurk as a label source may 
harm credibility [5]. Key aspects were 
identified where information is missing, but 
they are recently getting more documented.
3. ⅓ of the information is missing overall, with 
¼ recently, but one should be cautious about 
the claims made by earlier work based on 
datasets of lower quality. 

3. Methodology
1. Selecting each of the top 25 most cited 

papers in the past 2, 5 and 15 years → 
see recent and general trends

2. Extracting the datasets used by each 
paper, and selecting for the top 20 by 
citation sum* for each timeframe

3. Going through each dataset paper, 
annotating it based on a schema 
previously used by [3,4], with some 
additional questions and analyzing the 
results

"What are the data collection and annotation 
practices of the datasets present in the most 
impactful papers of the ACL?"

1. which datasets are most often used by 
those papers? what is the overlap across 
different time periods?
2. how well do the most used datasets 
report on data collection and annotation 
practices? do they change for more 
recently impactful datasets? 
3. how much information related to those 
practices  is missing from those datasets? 
does this vary based on when those 
datasets were used?

Table 1: Top 3 mentioned datasets by time frame

Table 2: Dataset statistics by time frame Table 3: Cosine similarity between periods

• Table 1 shows the top 3 most used datasets
• Table 2 shows the amount of datasets per 
period, with 5 having the most datasets
• Table 3 shows the similarity between the 
periods in terms of datasets used: period 5 and 
15 have a lot in common, while period 2 has very 
few in common with 5 and 15

Figure 1: Key information missing in datasets overall

Figure 2: Key information missing in datasets past 2 
years

Research subquestion 1
Research subquestion 2

Research subquestion 3

• Figure 1 shows the key information missing 
overall and figure 2 shows how it evolved with 
datasets used in the past 2 years
• The figures show a high (~⅓) use of MTurk 
(crowdsourcing platform) for label creation
• Prescreening, and Labeller Rationale are 
quite low, showing low consideration for 
selecting appropriate annotators for the task
• Both Prescreening and Labeller Rationale 
reporting grew in the past 2 years
• Inter-rater reliability (IRR) sometimes not 
calculated, lowering the credibility of the 
annotations - in past 2 years calculated more
• Item Sample Size Rationale is often not 
given, authors frequently “ending up” with 
this many items

*citation sum: adding up the citations of all papers 
mentioning dataset

• Figure 3 shows the amount of information 
missing in the 3 timeframes and overall
• ⅓ of the information sought is missing 
overall
• there is less information missing from more 
recent periods, showing a trend towards 
more reporting
• however, ~¼ of the information sought is still 
missing from datasets used in the past 2 
years Figure 3: Total information missing per period and overall

6. Limitations
● Time resources limited → no IRR calculated 

when annotating the datasets, as more 
emphasis was on annotating more datasets

● Although organizations implementing a 
checklist was suggested, this solution was not 
demonstrated to be effective

• Datasets form a central part in the creation of a 
good machine learning model, however a lot of 
pitfalls to data selection[1] and annotations[2] exist
• Previous literature [3,4] suggests reporting 
practices for datasets used by papers across some 
domains is lackluster
• However, research regarding dataset formation 
practices is sparse, meaning more work within this 
domain would be valuable
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