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In a video, temporal action localization (TAL) is:
• predicting the start and the end of an action,
• predicting the class of the action.

Current state-of-the-art (SOTA) models are trained on large 
datasets such as ActivityNet [1] or THUMOS’14 [2]. On top 
of that, training these models is typically computationally 
expensive.

➢ Would be desirable to explore how SOTA models work 
in settings with limited data or limited computational 
power available.

Data efficient models have been proposed [3], but they are 
incompatible with current SOTA. Computational analysis of 
the state-of-the-art could also be expanded.

How well does ActionFormer perform and generalize in 
limited data and compute settings?

2. Research question

3. Model

Figure 1. The ActionFormer model. Image taken from [4].

Choice of ActionFormer [4], due 
to it showing one of the first 
uses of transformers in TAL.

Additionally, newer models, 
such as TriDet [5], are inspired 
by the architecture of 
ActionFormer.
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Train on a percentage p of the 
training set and report 
performance on the test set. 
Repeat multiple times to 
understand the variance in 
results.

Training: train the model on a 
dataset and report the time it 
took alongside the reached 
mean average precision.

Inference: pass videos of
increasing lengths and note 
down the time it took, memory 
consumption, and the number 
of floating point operations 
(MACs).
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Figure 2. Data efficiency results.
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Figure 2. Data efficiency results.

➢ The TemporalMaxer and 
TriDet models should be chosen 
in favour of ActionFormer when 
training data is limited.

Computational efficiency

Tables 1 & 2. Training efficiency results
on THUMOS’14 and ActivityNet.

➢ The ActionFormer model is unlikely to be selected in 
scenarios with limited training time available.

Figure 3. Inference efficiency results.

➢ Most importantly, the inference time, complexity, and 
memory consumption all increase linearly.

➢ Other models offer better data or computing efficiencies.
➢ The model was found to scale linearly with input length. 

This thus matches the theory from the original paper [4].
➢ Future work could involve attempting to improve data or 

computational efficiencies of the model.
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