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Table 1: The five main perspectives for the need for XAI and
their accompanying goals [2].

Figure 1: The building blocks of a general XAI system.

(6) BUILDING BLOCKS

(1) BACKGROUND
The significant progress of Artificial Intelligence (AI) and Machine Learning
(ML) techniques such as Deep Learning (DL) has seen success in their
adoption in resolving a variety of problems. However, this success has
been accompanied by increasing model complexity resulting in a lack of
transparency and trustworthiness.
 
Explainable Artificial Intelligence (XAI) has been proposed as a solution to
the need for trustworthy AI/ML systems. XAI systems are self-explanatory
intelligent systems capable of providing human interpretable explanations
within their decision-making processes and logic for end-users [1].

A large number of studies about XAI are published each year, with a
majority discussing the specifics of XAI. Hence it is imperative to formalize
existing XAI literature from a high-level approach to serve as a foundation
and reference point to make the topic more accessible to novices.
     (5) CHALLENGES

The challenges related to the requirements that were identified are as
follows:

Performance:  The evaluation of explanations provided by XAI systems.

Privacy: Conflicts between GDPR "Right to explanation", "Right to privacy",
and "Right to be forgotten".

Security: Protection against adversarial attacks to safeguard confidential
information.

Safety: Minimizing the risk and uncertainty of adverse effects from the use
of XAI.

(4) REQUIREMENTS

Explanation
Meaningful
Explanation Accuracy
Knowledge Limits

Performance
Privacy
Security
Safety

The National Insitute of Standards and Technology (NIST) presented 4 
 principles that XAI systems should adhere to overall [3]:

Additionally, requirements also take the form of:

(7) CASE STUDY

Aids clinicians in verifying model results.
Provide insights to improve the model.
Helps researchers uncover new knowledge from the model.

Performance: Provide sufficient information about the predictions made by AI
models suited to the field of expertise of the clinicians involved.
Privacy: Patients' data used in training the models must be protected and
untraceable.
Security: The system must be resilient against adversarial attacks.
Safety: Explanations must be accountable and interpretable when involved in
decision-making. 

Evaluation of XAI explanations - requires the involvement of clinicians which
can be resource-intensive.
Area of vulnerability - the existence of look-up tables for anonymized patients'
data in compliance with GDPR's "Right to be forgotten".

A case study has been performed regarding the use of XAI in the form of visual
explanations within medical image analysis to investigate the relevance of the
factors identified. 

Benefits: 

Requirements: 

Challenges: 

Building Blocks: With Class Activation Mapping (CAM) followed by Gradient-
weighted Class Activation Mapping (Grad-CAM) are the most commonly used visual
explanation XAI technique in medical image analysis [4], we relate them to our
building blocks abstraction as shown in Figure 2.

Explainable Artificial Intelligence (XAI)
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Why is eXplainable Artificial Intelligence (XAI) an important research topic?

(3) BENEFITS
The overall goal of XAI is to provide human interpretable reasoning behind
a black-box AI/ML model's outcome. Its main benefits stem from
regulatory purposes and knowledge extraction. These can be viewed from
5 perspectives, as proposed by [2]: 
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General XAI :

XAI in medical imaging analysis:

(2) RESEARCH QUESTION

What are the key benefits, requirements, building blocks, and
challenges involved with the use of XAI for different machine learning
models? 
How do the identified factors relate to a specific use case of XAI? 

Main question: Why is eXplainable Artificial Intelligence (XAI) an important
research topic?

Research sub-questions: 
1.

2.
     

Figure 2: The building blocks of an XAI system
following the CAM and Grad-CAM techniques.


