
Generalization in Offline RL: Comparing Implicit Q-Learning with Behavioral Cloning

(1) Introduction

Offline Reinforcement Learning is a field of RL where the 
agent learns a policy without interactions with the 
environment. Existing offline RL algorithms have shown 
poor generalization performance [1]; they are not able to 
outperform the behavioral policy on similar but new 
tasks.
    Implicit Q-Learning (IQL) [2] is an offline RL method 
that avoids querying out-of-dataset actions and shows 
outstanding performance on the D4RL benchmark.

(2) Research Question

Existing evaluation of generalization [1] focuses on a 
limited set of environments and collection policies. Our 
research question aims to both reproduce existing 
results and examine new collection policies:
    To what extent does Implicit Q-Learning enable 
generalization, and how is this capacity influenced by the 
dataset composition?

(3) Methodology
We will use Behavioral Cloning (BC) as a benchmark, 
since it mimics the behavioral policy. The aim of offline 
RL is to outperform the behavioral policy. We will 
compare IQL and BC in an experimental evaluation:
• Generate datasets with different policies
• Train algorithms and hyper-parameters on datasets
• Evaluate on different topologies (reachable vs 

unreachable)
• Establish a direct comparison in terms of average 

rewards obtained
We use an existing implementation for BC from the 
d3rlpy library [3] and adapt to discrete control an 
implementation from CORL [4] for IQL.

(4) Environment
We use a simple 4-room environment (Fig. 1) where the agent must reach the 
goal by turning left, right or heading forward. The goal, agent and wall 
positions are different per task. This environment allows us to easily 
distinguish between reachable (by a sequence of actions from the agent) or 
unreachable tasks, when starting from the training set. We expect to see 
generalization to reachable tasks perform better. Fig 1: 4-room environment. The tasks are unreachable from 

each other due to different goal and wall positions
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(5) Evaluation and Conclusions
To evaluate the generalization of IQL, we compared it to BC by training both algorithms on all dataset collection policies and 
measuring average rewards for different numbers of training steps on reachable, unreachable and training set topologies.

BC outperforms IQL even on unreachable test topologies, no matter the 
behavioral policy. We also observe that it is possible to learn from 
completely random data. ε-greedy appears to be the best policy (Fig. 2). 

Fig 2: IQL, BC scores on unreachable topologies, 50000 steps
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Fig 3: IQL (left), BC (right) scores on reachable topologies, different numbers of training steps

IQL reaches its peak reward faster than BC, but they are still lower. Unless 
training is limited, our results indicate that BC offers superior performance 
regardless of reachability, dataset composition and tuning (Fig. 3).
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The random seed is the most significant hyper-parameter, suggesting high 
instability in the environment. This limits the reliability of data. Commonly 
used environments such as MuJoCo could improve this but incur higher 
computational complexity.

IQL lacks the ability to yield 
satisfactory results in gene-
ralization. We hope future 
work bridges this gene- 
ralization gap and attempts 
to expand on environments 
as well as exploring the 
impact of network archi- 
tectures and other para- 
meters on our results.
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