
Results

Introduction
Event-based cameras are asynchronous sensors
that detect changes in light intensity at every pixel.
An event with coordinates (x, y), polarity (p) and
timestamp(t) is denoted as e(x, y, p, t).

Instance segmentation combines bounding box
detection and semantic segmentation producing a
mask for each individual instance of a class.

Two-channel image Depth frameMask R-CNN [3] [4]

Concept
The goal was to figure out how to transform event-
based data such that a deep network could be
trained to detect masks for each instance of an
object.

 1) Model choice: Mask R-CNN
2) Data representation: Two channel images and
depth frames
3) Performance evaluation: Acc, mIoU, mAP
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1) Split the events time stream into
frames of fixed time windows.

2) Find extremities of digit and its
corresponding MNIST mask.
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4) Save noised frames, depth frames and masks.

The qualitative and quantitative results are promising and
comparable to others from literature [5], [6].

5) Train Mask R-CNN using the generated
RGB-D images and masks.

Aligned mask

3) Calculate overlap score and
align the mask on top of the

negative events.

Future work:
1) Generate a dataset with thicker objects, similar to N-MNIST.
2) Label DDD17 dataset [7] and see how this model compares to
results from other papers.
3) Compare event-based models directly to frame-based models.
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