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Given some training data, construct a DFA consistent with that data

Ensemble techniques

Use multiple different models to capture all features in the training data

More robust and generalizable aggregated output

The ensemble is expected to outperform each of its constituent models

Deterministic Finite Automata (DFAs) are interpretable models often 

used in classification tasks involving sequential data. Learning DFAs from 

observed data offers practical benefits, with applications such as 

software synthesis [1] and protocol analysis [2].

Evidence Driven State Merging (EDSM) – competition-winning 

DFA learning algorithm [3]

Research Question

How can the EDSM algorithm be adapted to fit within an ensemble 

learning framework in order to enhance its effectiveness?

Figure 1: DFA learned from a labeled sample set 

Figure 2: Augmented Prefix Tree Acceptor for 𝑆+ = 𝑎, 𝑏𝑎, 𝑏𝑎𝑎 ,  𝑆− = {𝜖, 𝑎𝑏𝑎, 𝑏𝑎𝑏}

Initial Hypothesis

State Merging

EDSM Heuristic

A candidate merge is scored based on evidence 𝑠 = 𝑃 + 𝑁

𝑃 = # positive-positive merges 𝑁 = # negative-negative merges

performed during the candidate merge

1. Explore states of the DFA in a BFS-like approach  

2. Compute the scores of candidate merges based on a heuristic

3. Pick a pair of states with the highest score and merge them 

4. Repeat until all states are visited

Figure 3: 𝐹1-score of all ensembles and a single DFA, in increasing 

density of the datasets

Figure 4: Average Disagreement Rate within each ensemble

Table 1: Statistical analysis of the 𝐹1-score on the entire dataset and on 

its two density-based halves

Ensemble Types

Randomized Models

Introduce noise in the evidence score using a multiplicative random factor 𝑅 ∼  𝒰(0, 𝑟), 

where 𝑟 is a hyperparameter of the ensemble

Boosting

Assign a weight to each state in the initial APTA

Iteratively learn models based on the weighted evidence score

Algorithm 1: Boosting process

Validation traces misclassified by new models are simulated on the APTA, and the weight 

of the final state in each simulated path is increased

Ensemble Prediction

An ensemble 𝜀 of 𝑛 models 𝑀1, 𝑀2, … , 𝑀𝑛 aggregates their individual predictions 𝑀𝑖(𝑡) 

through weighted majority voting

Diversity Measure

Average Disagreement Rate

The disagreement rate Δ𝐴,𝐵 between two models 𝑀𝐴 and 𝑀𝐵 is the proportion of traces in 

the dataset for which their predictions differ

The average of Δ𝐴,𝐵 over all ordered pairs of models 𝑀𝐴 and 𝑀𝐵 is the diversity measure 

of the ensemble 

All ensembles achieved significantly better performance on the sparse datasets compared 

to the baseline EDSM model 

Performance Comparison

The ensembles were evaluated against a single DFA learned using the greedy 

EDSM heuristic

Greedy EDSM is more effective on dense data, but the ensembles maintain comparable 

performance 

Although boosting consistently produced the most diverse ensembles, its performance 

was similar to the randomized models

The Prefix Tree Acceptor exactly represents the training set by 

accepting all positive traces and rejecting all negative ones

The Augmented Prefix Tree Acceptor (APTA) introduces intermediate 

states that enable merging, thus generalizing beyond the original data
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