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How do domain randomizations
influence training and the robustness of

final policies under various testing
conditions?

1. Research Question

2. Background Information

Q-learning
ϵ-greedy policy
Experience replay

Deep Q-Network (DQN) 

Train in a variety of environments
to generalize to the target domain
Visual and dynamic DR

Domain Randomization (DR)

Figure 2: Examples of visual DR

4.1 Results for Visual DR
Training

Overall DR is underperforming



High variance during training

Testing

DR is underperforming during testing as well



Less variance difference compared to training data

4.2 Results for Dynamic DR
Training

Related Literature

6. Conclusions
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Visual DR in CarRacing-v2 shows a
decrease in training performance
and does not show a notable
difference in robustness

Dynamic DR in CARLA shows worse
training performance but an
increase in robustness at the
expense of rewards.
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Figure 1: Conceptual illustration of domain randomization [5]

1 million steps on OpenAI's CarRacing-v2
Randomize background and track color at
every episode
10 randomly generated tracks for
robustness testing

500k steps on CARLA
Randomize steering angle, acceleration
value, and out-of-lane threshold every
episode
10 episodes on 3 towns with random starting
positions for robustness testing

DQN as base algorithm
Visual DR

Dynamic DR

5. Limitations
Hardware limitations delayed the setup for
CARLA

Time limitations caused CARLA DR training to
end before converging

3. Methodology


