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Aggregation Weight Modifications Using Latent Space Insights

Federated Learning sees a set of massively 
distributed clients train a global model in a 
collaborative fashion (Fig. 1) [1]. Local data 
on each client is secure and private, as data 
is kept on the clients. The distribution of the 
data however, is not IID, as certain clients 
may have biased data collection techniques. 
Category distribution heterogeneity (Fig. 2 
and Fig.3) is a problem, as clients have 
different local objectives. Performance 
issues occur due to divergent optimisation 
directions [2]. 

How does adapting aggregation weights in 
FL, based on the differences between the 
global latent space and locally encoded 
sample distributions of a VAE, affect model 
performance and convergence?

FedAvg uses relative dataset size to 
determine the weight of the client. 
Relative dataset size is not a good 
indicator of a client’s importance by it 
self and clients should be weighed on 
their relative dataset size and local 
discrepancy instead. This algorithm is 
called FedDisco (Equation 1) [2]. 

● Generative Model
● Latent space representation of the 

input matches a pre-defined prior 
(usually standard normal) [3].

● Sum of reconstruction loss and 
KL-Loss used as the loss function

● Clients which have imbalanced 
datasets will not have local sample 
distributions which match the 
pre-defined prior N(0, I) (Fig. 4).

● Encode local samples on each 
client.

● Compute the Wasserstein distance 
between the encoded values and a 
standard normal distribution

● Calculate the local discrepancy 
factor as the average of the 
distances over all latent 
dimensions.

● Use the local discrepancy factor 
for each client with equation 1 to 
calculate the new client weight. 

● MNIST and FMNIST datasets.
● NIID-1 (Fig. 2) and NIID-2 (Fig. 

3) with 10 and 6 clients 
respectively.

● 25 communication rounds, batch 
size of 64 and 10 local epochs.

● Different values of α (discrepancy 
coefficient) were  tested. 

● NIID-1 (Fig. 5): led to initial 
performance increases. Overall 
effectiveness decreased as α increased. 
Results had a high degree of variation.

● In NIID-2 (Fig. 6), increasing α 
improved performance by up to 6.76%. 
Higher α values in NIID-2 reduced 
variance and enhanced performance, 
especially for FMNIST.

● Model performance and convergence 
were highly dependent on α. Higher α 
values in NIID-1 caused premature 
convergence, while α = 0.9 in NIID-2 
showed performance gains.
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