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1. Introduction
• Address the black-box design of AI models

• Presentation of the decision-making process 
in morally sensitive situations

• How does explanation type affect user trust

• Comparing visual and textual explanations

2. Task
• Search and rescue

• Extinguish fires

• 14 offices

• 11 victims

• Situational variables

• User intervention

4. Explanations

3. Method

• User study with 40 participants

• Measure demographics for result 
significance 

• Questionnaire and experiment logs

5. Results
1. Capacity Trust:
• V: M=5.37, SD=0.74
• T: M=5.89, SD=0.64
2. Moral Trust:
• V: M=5.05, SD=1.98
• T: M=5.73, SD=1.13
3. XAI Satisfaction:
• V: M=3.89, SD=0.54
• T: M=4.08, SD=0.73
4. Number of Interventions:
• V: M=0.80, SD=1.17
• T: M=1.10, SD=1.37
5. Disagreement rate:
• V: M=0.06, SD=0.09
• T: M=0.08, SD=0.10

6. Discussion
• Textual explanations yielded 
higher trust and involvement

• Analysis of demographics 
highlighted limitations in the 
generalizability of results

• The results highlight the 
importance of explanation 
modality in AI-human 
interactions
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6. Discussion and Conclusion

• Textual explanations yielded 
higher trust and involvement

• Analysis of demographics 
highlighted limitations in the 
generalizability of results

• The results highlight the 
importance of explanation 
modality in AI-human 
interactions
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