
 

2. Background
Code2seq[1] is a model that performs
natural language generation tasks

Code Captioning generates natural
language descriptions for code snippets 

3. Hypothesis
Including code comments in training data
will improve code2seq's performance
for the task of Code Captioning.

1. Introduction
AI-assisted development tools use
Machine Learning models to generate
code captions

These models are usually trained with
code without inline comments

We want to see what happens if we
include code comments in training
data

7. Conclusion
Comments model:

 Reaches a higher F1 score
 Reaches good scores 3x faster
 Produces more verbose captions

No Comments model reaches a slightly higher
BLEU score
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5. Experiment

Figure 3: Experimental setup
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6. Results

Figure 4: BLEU and F1 scores: code2seq with inline
comments and without

Figure 1: A code snippet

Figure 2: Generated AST with comments

4. Methodology
Code2seq works by transforming input code into Abstract Syntax Trees (ASTs),
and then walking through the AST predicting the most fitting word sequence.  We
found a way to meaningfully include code comments into the processed AST path: 
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Figure 5: Training time and epochs: code2seq with
inline comments and without
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