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Identify comments with regex1.

Span-mask the comments 2.

Fill-in-the-middle inference

using CodeQwen1.5

3.

03.01 Processing
A dataset[1] was generated by
scraping github for code files
containing Dutch comments

Autogenerated comments
Comments with < 3 words
Files with > 8192 tokens 
Files with no comments

Exclusion Criteria

RQ1: What are the most common mistakes made by LLMs in the context of
Java code summarization in Dutch?
RQ2: Are BLEU and ROUGE-L metrics reliable indicators for the accuracy of
code summarization inferences?
RQ3: To what extent does the multilingual code summarization error
taxonomy overlap with existing error taxonomies in machine translation and
code summarization?

04. Results

LLM of Babel: An analysis of the behavior of 
large language models when performing Java code

summarization in Dutch

01. Introduction
How well do large language models (LLMs) infer text in a non-
English context when performing code summarization? The goal of
this paper was to understand the mistakes made by LLMs when per-
forming code summarization in Dutch. We categorized the mistakes
made by CodeQwen1.5-7b when inferring Java code comments in
the Dutch language through an open coding methodology to create
a taxonomy of errors by which to categorize these mistakes

02. Research Questions

03. Methodology
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03.02 Qualitative analysis

We used DelftBlue [2] to run a
huggingface inference pipeline:

03.03 Quantitative analysis
Classify 200-300 code comments
with open coding

1.

Identify outliers, inclusion criteria
and categories

2.

Determine inference accuracy,
inaccurate(0), partially accurate(1),
accurate(2)

3.

Improve the taxonomy with the
new findings

4.

Repeat5.
Final taxonomy 600 comments6.

05. Conclusion
Four  main categories of errors: Linguistic, Semantic,
Syntactic, and Model-behaviour
Most common sub-categories were related to Repetition,
Code snippets, and Hallucinations.
 The created taxonomy had significant overlap with
similar taxonomies but  left semantic gaps regarding
"Toxicity" and "User safety" in addition to in-depth
linguistic analysis.
BLEU-1 and ROUGEL-F1 scores are generally unreliable
for accuracy evaluation in this context

 BLEU-1[3] 
 ROUGEL[4]

Responsible Research:
Dataset was open-source
Inclusion and exclusion criteria
All used code is openly available

03.04 Taxonomy comparison
Leaf nodes were compared with:

Mahmud et al[5].
Sharou and Specia[6].
Huidrom and Belz[7].

figure 1: BLEU-1 per accuracy group figure 2: ROUGEL-F1 against accuracy group figure 3: BLEU-1 and ROUGEL-F1 occurrence counts

Accuracy occurrences
Fully accurate:

      131
Partially accurate:
287
Inaccurate: 

      182


