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Objective

A Comparative Study of Loss Functions in Smartwatch Data-
based Personal Identification Using Auto-encoders

The objective of the paper is to compare loss functions for outlier detection in personal
Identification using auto-encoders on smartwatch data. The aim is to find the most
accurate loss function and understand the strengths and weaknesses of different
approaches. This research contributes to the development of better methods for outlier
detection in personal identification using smartwatch data.

2. Methodology

To perform the analysis of different loss
functions, the data will be preprocessed
first. The heart rate is the feature that will
be extracted. These will then be fed to
the Dbuilt autoencoder with the
determined structure will be built.

After the autoencoder implementation,
the different loss functions will be used ,
parameters optimized respectively. Then,
the evaluation on given split of datasets
will be analyzed for accuracy, F1 score,
and other visualizations.

Root mean square will be used as o
baseline, the other loss functions explore
different ideas such as regularization,
cosine distance, and contrastive scaling.
This will give insight to which loss function
IS better suited for the given task.

3. Results and Findings

The accuracy per individual for all loss
functions has been graphed for easier
comparison. This can be found below:
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Fig 1. Accuracy Table for All Loss
Functions over Individuals

The accuracy does not differ by a
substantial amount. To Investigate, a
step filter was applied to the dataset. The
accuracy dropped by 1-2 percent.
Nevertheless, showed some individuals'
accuracy had a substantial change. To
explore, frequency graph of
reconstruction error per label were
plotted to see the ability of the
autoencoder to separate the classes.
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Fig 2: Evaluation Set Frequency Graph with
No Training and for Individual 7
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Fig 3: Evaluation Set Frequency Graph with
No Training and Step Filter for Individual 7

After further exploration, as seen by the
graph which compares the non-trained
daota for the Iindividual 7 with and
without heart rate, it becomes evident
that the accuracy of the identification
Is affected more by the characteristics
of the data rather than the underlying
model itself. Non-trained versions show
a similar structure to their respective
accuracy.



