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Background o The PRISMA reporting guideline [4] was used RQI: Continual learning can be split into three main families of methods:
to encourage transparency and reproducibility.
o Areference diagram was constructed (see Replay methods
Figure 1), which specifies the databases and .
records included in the review. /' Storing past data R
samples to train models

Parameter isolation
methods

o Continual learning (CL) in Al involves an agent's
ability to learn continuously, retaining past
knowledge to aid future problem-solving [3].

o Embodied agents are physical or virtual entities

Regularization methods

[ Isolating specific \
parameters for new

[ ImMmposing constraints\
on model parameter

Interact with environments using human-like Records identified from Records and replaying them changes to retain tasks, preventing
" g S | |databases: Records removed | | tified from: continually along with previously learned interference with
sensory and cognitive capabilities. = | | Gatabases. before screening: | |'CC ned rom. . : . .
The main challenae is catastrobhic foraettin 5 o . new data to prevent iInformation while previously learned
° , J , Ph 9 9 £ | | EEEXplore (n =275) ™ 5 licate records | | SAUON chaining \_ forgetting ) \_ adapting to new tasks / \_ knowledge )
[1]—losing past task-solving abilities upon < | | Scopus (n = 298) emoved (n = 25)
learni ng new tasks o Web of Science (n = 250) Google Scholar
Métivation i i Rehearsal Generative Weight Knowledge Dynamic Fixed
, , . . N } regularization distillation architecture Architecture
0 Whll.e theoretical research is important, itis Records screened | Records excluded** \ Lo . ’
crucilal to explore the extent to which CL (n = 491) (n = 443) | | Y
o o o . ' 1 . . e . Mini | interf
methods have been applied in practical l @ . Hippocampal * : mu:;i::;sgc::;s:tm:;c @ . Synaptic + : Space-efficient @ Brain + 3 Minimal interference
contexts. = * learning _ « Memory overhead * plasticity _ . Balancing retention * modularity _ . Scalability issues
o An under—explored part of CL Is the context IGEJ Reports sought for Reports not " for storage " and learning " with growth
e . . eval ieved . . . . .
specific characteristics of CL methods, % gl Lse) RQ2: Evaluation mainly assesses accuracy, RQ3: Practical uses of CL, categorized into
Including the advantages, disadvantages | forgetting and transfer through various means physical and virtual embodied agents, show
and cognitive inspiration of each method. Reports assessed for Renorts excluded. such as practical adaptation and datasets (Figure 2).| how autonomous systems employ this framework
o CL is important because there is a crucial ?"gij'zit)y ! (n = 18) | 8% to adapt and learn new tasks over time.
o . n=
need for agents that can dynamically adjust — 1
and learn with minimal retraining,
paralleling human cognition. § Studies included in
o o > review
Contribution S | | =54 )
o This systematic review focuses on the \_
rr:ccec’:chqu, thk? Z\(a!juation and the application Figure 1: PRISMA flow diagram
of CL in embodied agents, aiming to inspire o Query ) )
future research and to shed light on the NP — I Physical Virtual
J | J J ooked ("life-long learning” OR “lifelong learning” OR “continual !
current un Qrexp or.e. and OVETOOKE learning” OR “Iincremental learning” OR “sequential learning”) age“‘s agents agents
aspects of this cognitive framework. AND (environment OR ”3D environment*” OR "virtual ‘
environm_ent*”_) AND (agent® OR multi-agent OR "multi agent” ® RObOtS, autonomous | ® Simulated |imbs’
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. . . ® Study published after 2015 * Robotic limb task learning
How has continual and lifelong learning been ® Study written in English adaptation ® Sim2real
Incorporated into embodied agents, mirroring ® Study focuses on the integration of Figure 2: Distribution of evaluation methods used in CL research.
the human capacity to increm?enta//y acquire CL in embodied agents or
new knowledge: methods for achieving CL ® ‘
RQI1: What methods and algorithms facilitate - @ o o , =
continual and lifelong learning in embodied References .— DlSCUSSlOn ’ ’ CO“CIUS'O“
agents, and what are their advantages, [1] Robert M. French. Catastrophic forgetting in connectionist
drawbacks and Coghltlve IhSpIratIOﬂ7 netwgrks. Trends in C.ogniti.ve Sciences, 3(4):128-135, 1999. ® Approaches for CL va ry S|gh|ﬂca ntly, each ® ClL shows prOm|Se for Creating adapt|ve
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r | lifelong learning eval 7 / _ ity -
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RQS3: HOW has co.ntmual and.hfelong Iea.rmng ing. Morgan & Claypool Publishers, 2nd edition, 2018. ®* Limited number of studies discuss the use settings
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