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The resluts of cross-validation show that the 
accuracy of the best iteration of skip-gram is 
close to the best one of Logistic Regression 
Neural Networks.

1. Generate Word2Vec embeddings 
     for each show.
2. Calculate the likelihood 
     (co-occurances of the words the 
     sentence contains) for each show.
3. Balance them.
4.4. Take maximum as result.

The skip-gram model performs less stably, 
which leads to a lower average accuracy.

Removing stop words leads to better results.
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