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1. Introduction

4. Results

4. Results

5. Conclusion
ForTree finds trees with higher average 

adversarial accuracy than previous methods.

Searching more prediction values can improve 
accuracy, and scalability can be improved.

3. ForTree Approach
Exhaustively search all trees for a set of 

prediction values and pick the lowest 
adversarial prediction error:

Adversarial error: 18.47 Adversarial error: 6.23 Adversarial error: 34.98

Prune if the regular prediction error or the 
partial adversarial error is higher than the 

minimum found so far: 

Partial adversarial
error: 8,72

Regular error: 12,5

2. Main question:
How can we compute robust optimal regression trees using 

exhaustive search with pruning?

6. Contact:
Email: j.c.vleeschdraager@student.tudelft.nl
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Regression trees are interpretable models that take in 
features and predict a value, such as rent prices:

Optimal regression
trees minimize the
prediction error:

While the adversary
maximizes prediction

error by changing data:

This is why we need robust optimal regression trees:

km to city center ≤ 2.0

size (m2) ≤ 17.0

€ 500,- € 600,-

Yes No

size (m2) ≤ 15.5

€ 350,- € 400,-

Yes YesNo No
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Adversarial R2 accuracy scores on multiple datasets. 
Bold is best score, * is best tree at timeout.
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