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1. Introduction 4. GNNSubNet 6. Results and discussion

* The explanations of graph neural / PP| network Evaluating on synthetic dataset: Metrig | Threshold | Average Std.deviation
networks highlight which parts of the All metrics h 1oal tareet score of 1 RDT-fidelity | NA 0.826 0.11
. : . metrics have an ideal target score of 1, Sparsity NA 0.040 0.02
8raPh were most lmport.ant for the GNN's DNA methylation except validity+ that has an ideal target of 0.5. . S-0.7 0.232 0.19
decision. These explanations can be used Validity+ S-0.5 0.29? 0.20
to detect important subgraphs. Gene expression Evaluating on KIRC cancer dataset: Validity S-0.7 0.840 0.15
. ' ' ' y ) S-0.5 ().843 0.01
_‘ he C’ua“tvﬁf the expl;\anatl.onslls < of di \ * High RDT-fidelity, low sparsity: the explanation
Important, however, there Is a lack or direct Multi-omic dataset - is robust against perturbations of the graphs but Average metric scores over 10 evaluations of the global
irical evaluation of the explanations. i ihl] explanation of the KIRC dataset.
smpirita patients with kidney cancer (cancer-specific); s very dense (highlights many nodes as °
. ' important).
* Integrating standardized explainability patients sampled randomly across other  High validity- : the nodes highlighted by the
evaluation metrics, for example from the types of cancers (cancer-random) explanation have high discriminative power o
BAGEL benchmark [’I] prOVIdeS a fast and ¢ LOW Va||d|t\/+ W|th d h|gh Standard dEVIatIOn .
accurate way of evaluating both existing : explanations found are very different from each 3
_ _ GNN Classifier other T
and new explainers with ease. 2 07
Prediction — cancer-specific Additional obseruations: *
) Hterccle \_Nde léset_GNlllr?UbNei LZ] aSta Cise or cancer-random  Tradeoff between RDT-fidelity and sparsity: |
St \/_' etec '_ng € Mostimportdn J when enforcing a sparser node mask, RDT- o |
prOtEInS fOr dlﬂ:erent t\/pes Of cancer. . fldElIt\/ decreases. 10 20 30 40 50 60 | 70 80 90
GNN Explainer « Subclusters are unstable: different subclusters rereentage of nodes selected as important
. found every time the model is trained and RDT-fidelity score computed with varying percentages of
2. Research question ‘O“QQ explained. nodes selected as important in the hardmask (i.e. varying

sparsity levels)

5. Methodology
3 Backaround J J Evaluate explainability metrics over 10 * Metrics should be used in co_mplement to each
: g Clustering R N iterations of training and explaining: other for a more complete picture.

Goal: Evaluation » For subnetwork detection, size and variability of
-~ ™ * RDT-fidelity: A faithful explanation stays subnetworks can be a useful measure.
' Faithfulness robust - small perturbations to unimportant

. - nodes do not change the model's prediction. Bkl UL
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Node mask - global explanation for the

How do different explainability evaluation °
specific type of cancer

metrics evaluate GNN-SubNet?

* Graph Neural Networks: take graphs as
input and perform tasks like classification.

* Protein-protein interaction networks (PPI):
graphs that model proteins as nodes and

Detecting disease
subnetworks by using
the explanation to
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- Sparsit . - -
their interactions as edges. weight the edges of the L il « Sparsity: A sparse explanation needs to * Low model accuracy could bias metric scores.
» Multi-omic datasets: obtained by enriching PPl graph ! Validity highlight a small number of important * Metrics can be refined further and improved with
the nodes of a PPl network with information L "/ nodes, since the entire input is always a domain knowledge.
. =no . _ el P . II | . * (lear metrics for size and variability of
like a patient’s gene expression and DNA | trivial explanation. subnetworks can be defined and used.
methylation. * GNNExplainer generates soft node masks,

* GNINSubNet: trains a GNN to classify the while validity requires hard masks. + Validity=: A valid explanation does not have

a change in the prediction when

' ' : 1] M. Rathee, T. Funke, A. Anand, and M. Khosla, “Bagel: A bench k '
PP graphs Wlth data from cancer patlents. ‘O“QQ TranSfOI’m b\/ taklng the unimpgrtant nodes are set to a\/erage [gl’llph nguraelenetwgpk gxplanna?c?on;’r’]arxw prc()aspﬁnt az:;)g(iev:zzoeezsr?%gwgg’ zcc))rzzfsessmg
Then finds an explanathn of the GNN, Soft mask (values between 0 and 1) h|ghest values [3] values [2] B. Pfeifer, A. Secic, A. Saranti, and A. Holzinger, “GNN-SubNet: Disease subnetwork
|- h h b t k ( t f _ detection with explainable graph neural networks,” Jan. 2022. doi:
revedling Which sUDRELWOTKS 1SEL5 0 | * Top-30%(5-0.7)  Validity+ : A valid explanation has a change  '01101/20220112475995
proteins) are most relevantin the ® 00 + Top-50% (S-0.5) in the prediction when the important nodes Sk i soes ues e Shnsdoyslagsgore nasab
2 P YP ' Hard mask (binary values, O or 1) are set to ave rage values. Poster template provided by PosterNerd.
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