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1. Background

Flexible Job Shop Problem
Optimization for process industries, done with a case study for
a DSM production line. The production line is represented by
a Flexible Job Shop Scheduling Problem (FJSP):
• Set of 3 operations;

• Distinctive set of machines for each operation;

• Processing times for the operations on the machines;

• N jobs, made up of 1 to 3 operations;

• Changeover times, for each machine an NxN matrix.

Goals

• Minimize the makespan of an FJSP instance;

• Find possible bottlenecks.

2. Research Questions

Is Simulated Annealing better suited for the FJSP than the
MILP implementation?

• How well does the given MILP work of the FSJP instances?

• How is Simulated Annealing applied to the FJSP?

• What are effective initialization and neighbourhood func-
tions for Simulated annealing?

• How does a SA optimization compare to the MILP formula-
tion for the FJSP instances?

• Are there any bottlenecks in the production line?
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3. Method

Simulated Annealing flow-chart

Fig. 1: Workflow of the Simulated Annealing algorithm.

Initialization
Global Selection is used to create the
first schedule. This method is partially il-
lustrated in Figure 2

Fig. 2: Partial operation of the Global Selection method[3].

Neighbourhoods
For the neighbourhood generation a
graph representation is used to move
operations[1]. A complete graph is shown
in Figure 3

Fig. 3: A complete graph used for the neighbourhood

creation.

Annealing
Annealing enables the algorithm to es-
cape unfavourable local search spaces.
The annealing of the algorithm is done
with exponential cooling.
Formula for exponential cooling:
T (t) = T0 ∗ αt [2].
The convergence is shown in Figure 4

Fig. 4: Convergence plot of the annealing.

4. Results

MILP vs. Simulated Annealing

Fig. 5: Results of MILP and SA..9

Bottleneck

Fig. 6: Improvements for extra machine for operation 3.

5. Conclusion and future work

Conclusion

• MILP is better for smaller instances (0-11);

• SA is better for bigger instances (12-19);

• Bottleneck found in operation 3.

Future work

• Remove randomness from Global Selection;

• Improve neighbourhood function.


