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Neural networks are highly susceptible to backdoor attacks [1]. 


Neuro-symbolic models could offer robustness by combining

NNs with symbolic learning



Semantic Loss enhances the loss function through a set of 

constraints [2].

WaNet is a geometric warping based attack [3]. It was chosen in this 
study to examine tradeoffs between stealthiness and efficacy.

How robust are NeSy models employing Semantic Loss 
against backdoor attacks using WaNet?

Multi-label classification Task

Correlation → Pearson coefficient



Pure Implication → ~A | B



Heuristics based →With manual check
 Improvement on Implication set


Semantic Loss Model:

Model: ResNet18

Dataset: AwA2

Task: Label image with 45 attributes

Evaluate: 3 distinct Constraint Sets

WaNet Attack:

Implement Attack


Backdoor Goal: Fictional animal

Evaluate: Warping Magnitude 


& poison rate

Setup

3 WaNet magnitudes


3 constraint sets + baseline



30 epochs, set seed, constant (0.1) poison rate

12 total runs



Accuracy and Attack Success Rate

Weighted avg of TP and TN ratio


Clean accuracy reached 90±1.5 in all experiments

Testing Constraints

Pure correlation and implication:


perform similar to ResNet18 Baseline



 based constraints with  checks: 
Clear display of robustness 

Heuristic manual

WaNet Warping Magnitude

Only allow highly stealthy attacks


Strong warping always back doors successfully
weak to no constraints 

Main Takeaway

Semantic Loss 

It is however highly dependent on: 

Dataset, Task, Constraints



Strong attack are exceedingly  to stop



Future Work:

Study was conducted on general case robustness


Protecting against a known attack could excel in this format
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