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] 2. Evaluate performance on tasks
1. Introduction
Experiment Hyperparameters
Do convolutional neural networks (CNNs) have to be deep to learn regression tasks? *  Fine-tune learning rate e Batch size:64
*  Train and test on FashionMNIST *  Epochs: 30
Relevance

*  Repeat 10 times
*  Deep networks are generally harder to train [1]

*  Contribute to understanding of key blocks in deep regression [2]

o

Regression tasks 3l (=l (3] [=zil3 2|2 |3
. 14 @ o o |1 xr ; ; o
e Image -> mean pixel value S (8| 2|8 ¢ ! 88| |5 S deam
. _ d . I I S = = = : S : E = g = Standard deviation
Image -> median pixel value ol |&| |e||&i|9|i8] 8|3
. L. . & & s | = = -
k Image -> standard deviation of pixel values / : WE| |2
' 1
1@28x28 6@24x24 B6@12x12 12@8x8 12@4x4 12@4x4 1@192x1 1@60x1 1@1x1

3. Average test losses per task and model

_ MeanFMNIST MedianFMNIST StdFMNIST

Loss (MSE) 0.016 0.071 0.0061

/ 4, Discussion and conclusion \

Conclusions

* Deep CNNs are not required to learn these regression tasks
_ *  Going deeper does not improve performance
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Discussion
g Early stopping of training
* Simple regression tasks that have no real world value
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