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Evaluating selection criteria for functions mapping objective speech
intelligibility predictions to subjective scores

Akaike Information Criterion (AIC) [4] allows 
evaluating any candidate model mapping scores 
from an OIM to WCRs, without relying on a 
particular underlying listening condition 
(comparable or categorizable features of speech 
samples).

Possible Solution

AIC employs information theoretical techniques 
to estimate how well a mapping function would 
model outside data. The aim is to find the model 
with the best chance of fitting unseen speech 
samples.

The Experiment
• ALLSSTAR Corpus [5]: speech sample data set 

categorized by 7 different signal-to-noise ratio 
(SNR) levels, with a total of 29980 provided 
ratings

• Scores from 4 different OIMs and subjective 
metrics are averaged per SNR, and 7 data 
points are created for each WCR-OIM 
relationship.

• New mapping functions with more variables 
are designed to follow the data more closely.

• A version of AIC adjusted for small sample 
sizes [6] (n=7 in this case) is used for the 
experiment

• The aim is to see if the new criterion will prefer 
the adjusted functions. 

Mapping 
functions from 
research:

Adjusted mapping 
functions:

Results

• Objective speech intelligibility metrics (OIMs) aim to 
predict how understandable the average listener 
would find a given speech. This prediction does not 
necessarily show linear correlation with subjective 
word correct ratio (WCR) scores [1][2]. 

• Mapping functions can be used to linearize the 
relationship, and measure the accuracy of OIMs. To 
do so, a suitable non-linear model needs to be 
selected.

Background

Models based on logistic functions are emphasized in 
literature, for cases where speech files are categorized 
by one type of noise, due to the sigmoid relationship 
between noise levels and subjective word correct ratios 
[3]. 

Existing methodology

Existing methodology treats speech intelligibility as a 
function of the signal-to-noise ratio (SNR). As a result, if 
noise levels are kept the same for all samples, but other 
scalar characteristics in speech are scored by 
participants and OIMs, one would need different 
methods to create models. Furthermore, the relationship 
between noise levels and an OIM has to be modelled 
separately for the logistic curve to be a viable starting 
point.

The Problem

How can a model that maps 
objective speech intelligibility 
scores to word correct ratios be 
validated on different data sets?

Introduction
- For two objective speech intelligibility metrics, the 

functions recommended by the authors are validated
- The difference in two and three parameter fits are 

visible in graphs, but the effect of four parameters is 
not clear. 

- For two other metrics, multiple mapping functions 
were found viable, but there is not strong enough 
evidence to reject recommended mapping functions 
for the given data set

- Additional evaluation criteria are unlocked with Akaike 
weights (See Table) that convert absolute metrics into 
a probability of being the best model among 
candidates.

- No specific preference towards adjusted functions; 
they never score higher than the ones in literature 
when they share the same number of free variables.

- The given database has too few 
listening conditions, testing 
evaluation methodologies on more 
data points would strengthen results.

- How different listening conditions 
(LCs), such as the average sound 
pitch or reverbation, affect SNR must 
be further investigated. If any LC is 
shown to react to changes in another 
LC, that should be considered when 
designing surveys to collect 
subjective measurements. As an 
example, rese

- The “holy grail” is to devise an 
objective intelligibility metric, able to 
estimate word correct ratios for any 
speech sample.

Future Work
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