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Introduction
Watermarks (Fig. 1):  
images that appear in
historical paper.
They identify the
producer of the
paper [1]. 

Figure 1: A raw watermark, (left) and a
perfectly binarized watermark (right).

Methodology

To what extent can thresholding techniques be effective
in binarizing watermark images with degraded quality,
and how do different algorithms compare to each
other?

Dataset 
Data provided by
the German
Museum of Books
and Writing. 
235 raw watermark
images.
Split: 66% training,
17% validation, and
17% test data.

Algorithm Selection
Specialized algorithms:
entropy [3],  contrast [4],
color histograms [5] logic
[6], and background
estimation [7].
Baselines: commonly used
algorithms: Otsu [8] and
Niblack [9], and an
algorithm from a watermark
matching prototype [10].
The proposed algorithm.

Results

Experiments
Qualitatively: Survey where participants chose
which algorithm performed best and rated its
performance.
Quantitatively: The F1, PSNR, NRM, and MPM
[11] were calculated. Evaluated with synthetic data,
using noised images of drawings [12].

Figure 2: A
synthetic
watermark
image

Watermarks provide data on a document’s origins.
No tool is publicly available to automatically visually
analyze watermarks.

Binarization: process of categorizing pixels into the
watermark foreground, and non-watermark background [2].

Isolates the watermark’s shape.
Difficult to binarize degraded images, such as
historical watermarks (Fig. 1)

This raises the question:

Proposed Algorithm
Generate low and high detail binarized images.1.
Iterate through all pixels in low detail.2.
Take a window around each pixel from the high
detailed image.

3.

Add all pixels in window to the final image.4.

Conclusion
The selected algorithms usually find the
watermark, but fail to fully separate
watermark from background.
The selected algorithms are not effective to
a significant extent in binarizing degraded
watermark images. 

Future Work
Testing out non-thresholding binarization
algorithms.
Combining the thresholding algorithms
with denoising. This could significantly
improve the amount of misclassified
foreground pixels.
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Table 1: Quantitative results. The row in blue is the baseline.
Bold represents a top performing result.

Table 2: The frequency that participants
choose an algorithm as best. The row in blue
is the baseline. Bold represents the most
selected algorithm.

Table 3: The frequency of likert ratings across users and
images. Statement one is: the complete watermark is
shown, and statement two: the non-watermark
background is not present.

Figure 3: The binarized results for a test set image. Italics
represent baseline algorithms. 

Qualitative (Tables 3-4):
Poor agreement on which
algorithm performs best.
Substantial agreement
that watermark is present
but contains background
[13].

Quantitative (Table 1):
Overall, metrics are poor.
Different metrics have
different results.
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