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1 BACKGROUND 2 RESEARCH QUESTIONS & EXPERIMENTS RESEARCH (SUB)QUESTION(S)

o Are convolutional neural networks invariant to domain
shifts, while their task is to learn to predict image statistics?

- What is the performance impact, if any, by domain shifts?

SYNTHETIC TASKS
o Learn to predict the following image statistics:

- Mean, median, standard deviation, and variance

o Deep neural networks are treated as
omniscient.

NIVil

- Improve our understanding of neural
networks and what they can learn.
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