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Introduction

In event-based camera, each pixel adjusts and reacts to temporal brightness changes. The output

is an asynchronous event [1], which is described by (x, y, t, p), with the location (x, y), timestamp

t and polarity p (shows whether the intensity increased or decreased).

Object tracking = approximation of the trajectory of an object in the image plane over time [2]

An object is represented by multiple points, which are the events mapped into a 2D plane, with

location (x, y) and timestamp t as value. The center of mass of each object is tracked in time.

Object tracking divided into 2 main steps:

Object localization - cluster events and the resulted clusters represent the moving object

Trajectory estimation - correct the detected location, using a non-linear filter, to consider

possible errors

Research question

Howwell can single and multiple object tracking perform using event-based data?

Figure 1:Sample particle movement for one of the objects in multi target tracking. In red the trajectory from the

center of mass of the object to the particles. In yellow the position of the particles.

Figure 2:Sample particle movement for one object in the image plane. In red the trajectory from the center of mass

of the object to the particles. In yellow the position of the particles.

Figure 3:Visualization of object tracking over time. In pink current position and centroid. In yellow, previous possi-

tion and centroid estimated using Particle filter.

Figure 4:Difference between the centroid computed by the cluster algorithm (yellow dots) and the centroid esti-

mated by the particle filter model (red dots).

Methods

Single object detection:

1. Detect object using Density-Based Spatial Clustering of Applications with Noise
(DBSCAN) algorithm
Points are grouped based on the distance measurement and a minimum number of points

2. Compute the centroids (xcentroid, ycentroid) of clusters using the formula:

x

centroid = xmin + xmax

2
, ycentroid = ymin + ymax

2
where (xmin, ymin), (xmax, ymax) represents the position of the events with the minimum,

respective the maximum value of coordinates in a cluster.

3. Apply an estimator to approximate the trajectory over time

Multi objects detection:

1. Detect object using Mean Shift Clustering algorithm [3]
Candidate of a centroid is the mean of the points from a specified area

The update for a new sample is done by obtaining the nearest centroid for a given sample

2. Compute the centroids (xcentroid, ycentroid) of clusters using the mean shift vector 1

m(xi) =
∑

xj∈A(xi) Kernel(xj − xi) ∗ xj∑
xj∈A(xi) Kernel(xj − xi)

(1)

where A(xi) is the neighborhood of samples in an area of a given radius from xi.

3. Maintain order of clusters over time

4. Apply an estimator to approximate the trajectory over time

Figure 5:Flowchart of the tracking model

Particle filter [4]

1. Randomly draw N particles pk
i from a uniform

distribution, with equal score sk
i

2. At each step k:
Predict the position of pk

i using a predefined motion model

pk+1
i = pk

i + M(pi) + α (2)

Update the score sk
i , computing the probability pr(sk1

i |yk), where yk is the observation

Resample if necessary

Estimate the current position using the weighted average of particles coordinates

A particle is:

Hypotheses over the current state of the system

Characterized by location with coordinate (x, y) and a rotation value

Linked to a score, si, which shows how well the particle represent the observation
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Results

Clustering metrics

Figure 6:Clustering performance evaluation for multiple objects in the image plan.

Tracking accuracy

Variation of accuracy relative to the

number of particles

Variation of accuracy for different time

frame length

Conclusions

Mean Shift provides better results for multi target tracking

A non-linear estimator performs well on event-based data because it is a non-linear system,

without a Gaussian distribution.

Single object tracking Multi-target tracking

Maximum accuracy for

time frame of length 24ms

0.7 0.6

Particles number linked to

the largest accuracy

50 100

Time frame length linked

to best results

48ms 48ms

Limitations

N-MNIST dataset [5] does not completely reflect the reality

Results influenced by the features of the sensor

The motion model can be improved using a more precise velocity.
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