
GENDER  BIAS  IN  DIFFERENT  LANGUAGES

26 languages of 16 language families

Measure cosine distance between attribute

words (male and female) and target words (the

words of a language)

Average cosine distance and variance is used to

calculate amount of bias per language

To what extent are word embeddings of

different languages biased towards

gender?

 

Word embedding are an important tool

in natural language processing, but

should be used with caution because

they contain human biases. This

research will look at the words male

and female in word embedding  of

different languages in order to assess

possible gender bias.

Word embeddings of different

languages are biased towards gender.

Generally more biased in favor

of male than female.

Languages of the same language

family often have a similar amount of

bias (e.g. Finnish and Hungarian are

both Uralic, Portugese and Spanish

are both Iberian).

Similar results when only the most

used (instead of all) words are

considered

Possibly affirms linguistic relativity

hypothesis (language influences how

we think)
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1 .  RESEARCH

QUES T I ON

2 .  BACKGROUND

Word embedding: math with words

Previous research showed that English

showed more bias in favor of male

 


