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Table 1: The three groups of datasets created Listing 1: The grammar used to generate ML pipelines

Definition: 5. Results
Program synthesis is the task of automatically finding a program

that satisfies certain constraints.
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6. Limitations 7. Future work 8. Conclusion
Due to the inability to access to DelftBlue: ¢ Use datasets that are more complex and require more preprocessing From the results, we can conclude that A* did not improve performance since its
e Only 100 pipelines were evaluated for each run e Create an adaptive version of A* that explore the breadth of the search space accuracy was similar to the other algorithms. However, this cannot be generalized

e Only trained on 300 samples for each run e Remove limitations and use a supercomputer as only three datasets were evaluated



