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1. Introduction and Background

Wind turbines in wind farms generate a turbulent air stream
behind them, the so called wake.

This wake can negatively affect the next turbine in the row.
By steering the turbine this wake field can be redirected.

This decreases the power output of the single turbine. but
can increase the total power output of the whole farm.

A optimal solution dis a solution where the total
output power of the whole farm is maximized
This optimal solution can be derrived by a numerical
algorithm, named Floris [1].

Using Floris is not feasible for larger problems (larger than
6 turbines), since the action space grows exponentially.

A traditional Deep Reinforcement Learning algorithm has also
been used in the past [2], this booked great results, but also
suffered from the exponential growth of larger farms.

My research question is:

“Can we apply a Multi Agent Deep Deterministic Policy
Gradient algorithm to the Active Wake Control Problem
successfully?”

2. Methodology

+ I will use a Multi Agent Deep Deterministic Policy Gradient
algorithm.

This algorithm uses a seperate agent per wind turbine.
Each agent has 2 neural networks, the actor and the critic.

The actor uses the current observation (o) of the environment
to choose an appropiate action (a).

This action is executed and a reward is returned from the
environment.

The critic uses the current state and the taken actions and
approximates the reward (Q). This is used to update the
actor model.

3. Results
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We ran MADDPG on the real Princess Amalia Windfarm

+ This wind farm consists of 60 wind turbines

+ It can be observed that MADDPG learns in less training steps

These training steps do take significantly longer
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Table 1. Time per training step

T T T T T T T T T
0 25000 50000 75000 100000 125000 150000 175000 200000

Step

Figure 2. A graph of the mean reward per training step

4. Conclusion and Future work

MADDPG seems to be working quite well on the problem.
The next steps are:

Running on the bigger (and more interesting models).
The 4x4 layout in figure 3 and as a final on the
Princess Amalia windfarm.
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