Adaptive Algorithm for Resource Generation in a Quantum Network o Results

Using a Markov Decision Process Approach to Optimize the Quantum Resource
Generation Algorithm

In both cases, we use 7 protocols with probabilities and fidelities:

P =[0.025,0.05,0.075,0.1,0.2,0.3, 0.4]
F =[0.975,0.95,0.925,0.9,0.8,0.7, 0.6]
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The optimal and heuristic policies perform
comparably well.
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2. Model the problem as a Markov decision process: We use a value iteration algorithm to calculate T:
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L = the goal number of simultaneously active links Algorithm 1 Value Iteration 2]

Tnitialize array T arbitrarily The standard error is relatively small. 0 hs s e — _

State space: repeat ' ' Threshold fidelity '
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S = {{lo, I, ..., lL—l} | loyl1, .. lp—1 € {—1, 0,..,m— 1}} for each s € S do
Action space: v T(s)
T(s) < ming(14 3, cqp(s'|s,a)T(s))
A={ag,a1,...,an-1} A — maz(A, v —T(s)))
end for
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[ -1, 1,1, 2 6] The policy it represents the optimal policy.

« We modelled the problem as a Markov decision process.
« We computed the optimal policy and introduced a heuristic for the case when using
different protocols is allowed.
A . « The optimal policy performs significantly better than the single-protocol policy for the
ey analyzed cases.
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Future work recommendations:

Test the findings in practical applications.
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