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We test the algorithm with different
hyperparameters to find the best combination

Surprisingly, none of the more complicated
search algorithms perform better than the
simplest possible algorithm (BFS2)

We compare the average accuracy on three
datasets from the benchmark

The search space of possible pipelines is
defined by a CFG
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Benchmark of ML problems

the amount of possible pipelines is very large

so an efficient search algorithm is needed
we compare the performance of different search
algorithms in the context of pipeline synthesis 

To compare the search algorithms, we
create a dataset of 19 diverse ML problems

On simple datasets, naïve search
algorithms work best
Further experiments needed on more
complex datasets 

Context-free grammar (CFG)

Metropolis-Hastings algorithm

Problem and our contribution

Pipeline synthesis
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