
Natural Language Processing and Tabular 
Data sets in Federated Continual Learning 
 
A usability study of FCL in domains beyond Image classification  

1. Background 

Federated Learning (FL) is where a centralized 
global model [1] is aggregated by the use of 
multiple local models on a clients edge device.  
 
Continual Learning (CL) is the process of 
learning from a sequence of tasks iteratively 
rather than simultaneously as done in 
conventional systems [2].  
 
Federated Continual Learning (FCL) 
combines both concepts of FL and CL together 
where local continual learning models are 
aggregated into a  centralized global model [1].  

 3. Methodology 4. Conclusions 

· Federated Continual Learning methods 
perform better for image classification 
task.  

· Sentiment analysis and Tabular 
classification have lower memory 
stability but higher learning plasticity 
than Image classification. 

· CL baselines achieve a higher accuracy 
than their federated counterparts.  
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2. Research Questions 

How can FCL (Federated Continual 
Learning) work in other tasks (NLP or 
tabular data) apart from Image 
classification?  

· How do we assess FCL model 
performance? 

· How does FCL differ from traditional CL? 
· Under which conditions to FCL perform 

better in NLP and Tabular tasks in 
comparison with CL? 
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NLP Tasks: 
Sentiment Analysis with an 
Long-Short Term Memory 
Model. 

Tabular Tasks: 
Tabular classification with a 
Deep Neural Network. 
 

Image Tasks : 
Image classification with an 
LeNet-5 network.[3] 
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4. Results 

5. Future works 

· Larger language models can be tested 
such as transformers and BERT in FCL 
setting. 

· Explore a wider range of tasks such as 
natural language generation, named 
entity recognition, generation and 
regression. 

· Test in the horizontal federated learning 
methods for tabular data. 


