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• Traditional digital watermarking technology is 

mainly used to protect the intellectual property 

of multimedia data such as images, audio and 

video[1].

• To date, dataset watermarking is a relatively 

new topic in research.

• Sablayrolles et al. proposed the radioactive 

data method[2] to protect image datasets. We 

modify the radioactive data method to protect 

numerical machine-learning classification 

datasets.

Introduction

• Watermark detection:

The detection is based on statistical hypothesis 

testing.

H0: the model has been trained with the 

watermarked dataset. H1: the model has not 

been trained with the watermarked dataset.

The cosine similarity between two vectors v1 

and v2 (c(v1,v2)) in high-dimensional space of 

dimension d follows an incomplete distribution[3]:

We can calculate c(ω ∗ − ω, µ) and get the p-

value.

• With only 1% of data modified, we can detect if a 

linear classification model has been trained with 

the watermarked dataset with more than  99% of 

confidence.

• Our method is robust against column dropping 

when the dimension of the dataset is high. 

• However, after performing data normalization, we 

cannot detect the watermark anymore.

Results

• How to make use of the watermarking 

technique to protect the intellectual property of 

numerical datasets used for machine learning?

• How much distortion will the watermark bring 

into the dataset?

• How robust is the watermark?

Research Questions

• Watermark embedding:

µ is a unit vector (|µ| = 1) generated randomly 

and has the same dimension as the dataset. It is 

added in the feature space of data with the same 

label. After being trained with the watermarked 

dataset, the new classifier ω ∗ is likely to move

in the direction of µ. 
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Figure1: Illustration of embedding the 
watermark

The effectiveness of our method:                                The robustness of against data normalization:          The robustness against column dropping:                       

Further Work

• The method can be improved so that it is effective 

for non-linear models.

• It is common to apply data normalization before 

training a machine learning model but our method 

is not robust against data normalization and this 

needs to be improved.

Conclusions
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