
Figure 1: Feedback loop of updating trust and

communication of mental models
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1. INTRODUCTION & BACKGROUND

Trust - [2], [3]
Dyadic behavior between a trustor and a trustee.

The “willingness” of one party to be open to the risks
posed by another party’s actions.

Artificial trust: Artificial agents trusting humans.

Natural trust: Humans trusting artificial agents.

Human-AI Teams: HATS - [1]
Teams of both a human and an artificial agent
working towards a team goal, typically composed of

a set of tasks that can be performed either

individually or jointly.

Mental models - [4], [5]
Structured mental representations to describe,

explain, and predict the surrounding environment.

To ensure trust, communication is key. This can

be done by sharing the agent’s mental model.
This facilitates a feedback loop (Figure 1).
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3. TRUST MODEL & EXPERIMENT

4. RESULTS

REFERENCES

Natural Trust
The experiment showed a relationship between

the inclusion of the summary and natural trust.
Results could be attributed to transparency

and explainability.

Overall Satisfaction
The experiment revealed a correlation between

the inclusion of the summary and overall
satisfaction. 

Results could be attributed to transparency,

and “gamification”.

Performance
Increased artificial trust supports the notion of

the feedback loop. 

Limitations & Future Work
Increase the sample size.

Consider different contexts.

Longitudinal studies.

Figure 2: Image of the environment

(map) in God view

Natural Trust
Shapiro-Wilk tests succeed on both datasets.

Levene’s test succeeds → t-test performed.

Significant difference found (p = 0.0028).

5. DISCUSSION

2. RESEARCH QUESTIONS

How does a visual summary of
explanations of the mental model of the

agent’s trust (artificial trust) in the human

teammate affect:

RQ1: The human teammate’s trust in the

agent (natural trust)?

RQ2: The human teammate’s overall

satisfaction in the agent?

Environment
The human (user) and the agent (RescueBot) are given

the mission of searching/rescuing victims in an urban

search and rescue environment (Figure 2). Tasks include

searching rooms, removing obstacles, and rescuing
victims.

Trust Model
RescueBot will have a mental model of its trust beliefs
regarding the human teammate’s competence and

willingness. This model will influence the agent’s

behavior and decisions.

Experiment
The task was to rescue 6 victims (3 mild, 3 critical)

within 10 minutes. Two conditions were compared:

Baseline (no visual summaries).

Summary (visual  summaries were shown 3 times
throughout the task).

Measures
Subjective Measures are measured with questionnaires: 

Natural Trust.

Satisfaction.

Objective Measures are logged automatically:

Artificial Trust (average competence & willingness).

USING VISUAL SUMMARIES OF EXPLANATIONS

Overall Satisfaction
Shapiro-Wilk tests succeed on both datasets.

Levene’s test fails → Welch t-test performed.

Significant difference found (p = 0.0034).

Performance
Statistical significance found for Artificial Trust (summary > baseline).

Figure 3: Visual summary of the agent’s

mental model

Visual Summary
Time series plot of trust beliefs vs time (Figure 3).

Interactive data points. Hovering over them

displays an explanation for the change in trust

beliefs.

Verdict explaining the agent’s behavior and future

decisions.


