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A The Challenge RQ1: What architectural and design choices lead to effective CNN-based surrogate models for DRL testing?
RQ2: How does the performance of the CNN-based surrogate model compare to an MLP-based surrogate baseline?
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(b)

Invariance significant (p < 0.001)
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Results and findings
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