How effectively can a VAE's latent space reflect OA severity and enable diagnostic

accuracy under label scarcity and label noise? T U D e I f .t
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