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How do popular feature extraction methods compare to each other when using them on feature-based
machine learning algorithms for stance detection?

1 - Background 2 - Methodology

The research: combining feature extraction 1. Literature study on most commonly used methods
methods and ML models to find the best Feature exraction methods Feature-based machine learning algorithms

combination evaluated on the SemEval-2016 =L

Stance dataset ;5)

Stance Detection: compare text-target pairs to 15
determine their relation

The motivation: Spread of fake news and
disinformation is an urgent issue , i 3 © .

Examples of texts and their stance towards a target [Mohammad et. al, 2016] eEstle  Bemder Naive Decision

Target: Climate change is a real concern regression  forest Bayes tree

Against ONE Volcano emits more pollution 2. Combine and imp|ement elements
than man has in our HISTORY!

Neutral Climate change is currently a hot topic “Be kind to the earth beneath yourfeet” wmp [T T T T T T[] =

to talk about.

3 - Dataset 4 - Results

* SemkEval-2016 Stance dataset  Performance measured with accuracy and F-score

* For training and evaluation * F-score is the most commonly used
* Dataset created from tweets F-scores of the pairs

* 5targets, 3 labels SVM Logistic Random

AGAINST AGAINST NEITHER : R Regression Forest
Hillary Clinton Legalization of Legalization ate

Abortion of Abortion
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2 - of the source
Divison of targets and stances [Mohammad et. al, 2016] PREDICTED LABEL = - I:!.j}l:_ code - access can
o s

Confusion matrix of Word Ngram + Logistic Regression ! - .' be requested

Best result: Word Ngram + Logistic regression 3 'y through email.
- - - 3 highest values are on the diagonal O E

“AGAINST” has the highest accuracy

The dataset can be found through
the QR code * F-score: 0.5991

* Accuracy: 0.6557




