
 Money laundering(ML) refers to the movement of illicit funds to conceal their origin and make 
them appear to come from legitimate sources. [1] 
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 In a graph representation of a financial network, vertices represent accounts and edges represent 
transactions. 
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 In order to detect money laundering in graph representations of financial data, two approaches 
have been explored:

 Supervised, which requires labelled data to be trained
 Unsupervised, which relies on graph structure, rather than label-based training 

Supervised approaches include Graph Neural Networks. They require a large number of both positive 
and negative labels, which in general can be costly, and even impossible, to acquire. [3] 

Literature proposes flow statistics analysis, an unsupervised technique which allows for detection of 
money laundering in multi-step transfers without relying on pre-defined subgraph patterns. 

The paper aims to explore how the flow statistics-based methods can be used for money laundering 
detection by answering two research sub-questions: 

 What are the existing solutions using money flow statistics

 How would the money flow statistics methods perform on a realistic dataset of 
transactions?

Unsupervised approaches include dense subgraph detection algorithms, which are vulnerable to 
camouflage and graph mining approaches, which are limited to a fixed set of laundering patterns.

Figure 1 - Laundering patterns [1]

Figure 2 - Directed financial multigraph [1]

Figure 5 - Subgraph identified by FlowScope

Figure 6 - Subgraph identified by CubeFlow

Figure 7 - Example output of WeirdFlows, for a flow between 
nodes C2 and C1, through a middle node C5 [6]

Figure 8 - Subgraph identified by DenseFlow. [7]

Figure 9 - Smurf patterns filtered out by SMoTeF (b, c)

Figure 3 - Tripartite financial graph  [4]

Figure 4 - Pair of coupled tensors  [5]

Directed multigraphs

Multipartite graphs

Tensors

 Directed graphs which allow multiple edges between the same two 
accounts and cycles within the graph. 

 Directed graphs with vertex set partitioned in a number of disjoint  
partitions.

 A node of partition i can only have edges towards nodes of 
partition i+1.

 N-dimensional arrays which are able to express multiple relations 
of any order.

 Graphs can only represent source and destination, tensors can 
represent multiple dimensions (e.g. time).

Money Flow Statistics 

FlowScope [4]

CubeFlow [5]

WeirdFlows [6]

DenseFlow [7]

SMoTeF [3]

Network Flow Analysis

 Information obtained from analysing the amount of 
money received (inflow) or sent (outflow) by an account.  


Three properties of money laundering [5]

 Density: Due to limited amount of available accounts,  
middle accounts have a very dense inflow and outflow

 Zero-Out: Middle accounts transfer out most of their 
inflow.

 Fast-In/Fast-Out: Transfers through middle accounts 
happen quickly.

 Transfer of money from a source s to a sink t 
through a network obeying capacity constraints 
at edges and conservation at nodes. 

 Transaction normalization: Convert all payments to EUR

 Parallel edge aggregation: Sum up amounts of tranactions between the same account

 Conversion to multipartite format: Convert directed multigraph (AMLWorld) to a multipartite format 

 Time binning (24h) and Laundering pattern source extraction.  Short time binning (1min)

 Time binning: Assign time bins to transactions within a predefined time interval (e.g. 24h

 Conversion to coupled tensor format: Two approaches: 1. Same as FlowScope for tripartite graph and 

2. separate sources (outflow >> inflow) from destinations (inflow >> outflow) and select middle 

accounts connecting them.

 Works on multipartite graphs of length k.
 Identifies suspicious nodes with high volume (high inflow & outflow → Density) and low 

retention (low amount of money left in the middle account, max(inflow, outflow) - min(inflow, 
outflow) → Zero-Out

 Returns the subgraph with the highest average anomalousness. (  in Fig. 5)highlighted

 Works on pairs of coupled tensors .
 Same logic as FlowScope for considering Density and Zero-Out. Additionally considers 

time through time binning of transactions.
 Performs the extraction of suspicious blocks on transactions that happen in the same 

time bin, to satisfy Fast-In/Fast-Out. (  in Fig. 6)highlighted

 Used to generate a top-down search pipeline which highlights the amount of flow 

on a specific path, during a specific interval (shown in Fig. 7

 Computes all paths between two nodes, calculates maximum flow as the sum of 

the minimum edge weights on each path and compares within multiple time bins. 

FlowScope

FlowScope

CubeFlow

CubeFlow

DenseFlow

DenseFlow

SMoTeF

SMoTeF

 Extracts a dense subset of suspicious nodes S* from a directed multigraph based on a 

joint suspiciousness composed of topological, temporal and monetary characteristics.

 Joins S* with a subset F carrying the maximum flow from a laundering source to the 

dense subgraph S*, using a maximum flow algorithm. 

 Extracts smurf patterns from a directed multigraph of transactions.

 Filters out patterns which are temporally infeasible (Fig. 9c

 Uses the maximum flow algorithm to compute the maximum flow 

of patterns. Filters out patterns with very low flow (Fig. 9b

 Outputs a set of smurf patterns with a high temporal flow (Fig. 9a)

Evaluation of the algorithms has been performed on real datasets with synthetically injected patterns, designed to fit the 

suspiciousness metric of each algorithm. These patterns are highly unrealistic.


The experiment aims to test the algorithms on a realistic dataset of transactions in order to observe and understand their limitations. 

Therefore, the analysis proves correctness, but not efficiency in a realistic setting. 


 The maximum flow problem focuses on the 
maximum amount of money flowing from the 
source that can fully reach the sink, while 
obeying all constraints of the networ

 Maximum flow algorithms determine the 
maximum amount of flow, along with all edges 
that carry it

 F1 = 19.88% for full dataset. Lowering the number of legitimate transactions raises up to F1 = 45.60% for 10% of 

legit transactions. This reveals two limitations

 Real laundering chains are small and dispersed, meaning that they are overshadowed by very large transfers

 The large amount of noise in the dataset affects accuracy, observed in the increased F1 with decreased noise.

 F1 = 0.00% for both pre-processing strategies. Analysis reveals two limitations:

 CubeFlow can only analyse one pair of coupled tensors, meaning that it will miss all patterns longer than 3.

 CubeFlow expects transactions to happen in the same time bin, however, transactions in AMLWorld laundering 

patterns are loosely spread across the total timeframe. 

 F1 = 0.73%. Additionally, set F is empty for most laundering patterns in the dataset. Two limitations are identified

 Laundering patterns are isolated, and thus most do not have a flow path towards a dense subgraph.

 Laundering patterns in AMLWorld do not fit the topological and temporal suspiciousness metrics of DenseFlow.  

 This work explores money flow statistics as a solution for money laundering detection.

 It answers the first research sub-question by identifying five algorithms which use money flow 

statistics to detect money laundering. The second research sub-question is answered by the 

analysis of the algorithms, whose limitations open the doors for further research regarding: 
 Zero-Out detection formulas which put more emphasis on low residual rather than density

 Combining money flow statistics with graph mining to extract complex patterns from multigraphs

 Dynamic time binning which adapts to laundering transactions being spread loosely in time. 

 F1 = 19.05% with Precision = 1 and Recall = 0.105.

 Perfect precision shows that there are no false positives, thus the maximum temporal flow pruning is efficient.

 Low recall is caused by the fact that the algorithm extracts only Scatter-Gather patterns (Fig. 1) 

Dataset Evaluation Metric
 Dataset chosen is AMLWorld [1] which provides a synthetic dataset resembling a virtual 

world with multiple interacting entities, some of which could be money launderer

 Interactions between entities in AMLWorld are complex, providing realism to the dataset. 

 To measure the accuracy of the algorithms, a 
minority class F1 score is used with a minority in 
laundering transactions. 

Pre-processing
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