Research question

What are the advantages of an adapted version of the Murtree algorithm when

applied to computing optimal robust decision trees, compared

to state-of-the-art solutions? Dynamic programming approach Modelling adversary Experiment Design
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e Our experiments that this model outperforms a bruteforce approach at a linear rate with respect to the more than 2 labels. This makes the approac
runtime of the bruteforce model compare with other state-of-the-art metho«
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e The model can comforteably scale up to depth 3, finding optimal decision trees of max depth 4 and 5 is
feasible.

e The model might be improved with a more specialized algorithm to solve the max-flow problem, and
possibly a more efficient network flow representaton of the problem binary labels. Followed with a direct comparison to state-of-

e Optimizing robust trees under other objectives such as MSE
analysis.

e Extend to a more general version with continuous data, cont




