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5. Results

1. Deterministic Finite Automata (DFA) 3. Research Question

DFA - Set of states, transitions,
alphabet -> A model that recognizes a
certain regular language.

To what extent and in what ways does partially Result differences compared to pure EDSM:
learning a model heuristically and then applying * |nterms of state counts
exaCt minimization _ based on the deCISIOI"IS . State count difference compared to a full EDSM run (Average from 5-fold cv)

already made by the heuristic - affect test- “ \/ yﬂx

performance in DFA identification?
—8— offset experiment

—=— dfabound experiment
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DFAs can act as surrogate models for software
systems. However, the process of creating and
maintaining them is costly and inefficient, and is
usually omitted during software development.
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4. Experimental setup

I
Ln
|

| | | | | | | | | | | | | | | | | | | |
5 10 15 20 25 30 35 40 45 50 55 60 65 70 75 80 85 90 95 100
STAMINA dataset

Use FlexFringe (software for running heuristic

2. DFA Identlflcatlcn and exaCt methOdS) fOr DFA identlflcathn ) In terrrIEIESH aocctrgfgfinzgmofczgrgﬁafull EDSM run (Average from 5-fold cv)
Software Model Synthesis — models are learned experiment. 2
through already known execution traces of a system. Take inspiration from the STAMINA competition S 0T s VN ’ 7
software execution traces labeled traces DFA model setup: 5 5.0%-
mpor jave " ‘ ( : * BCR scores for measuring test performance
puilic ass HelloWark I:> , abb, abaa, b, bb :D 8.4) (01 > o ° I I 1ffi I 3 +10.0% - —e— dfabound experiment \
- i (abaa +] (b, (b4 N Datasets with different difficulties “ ~9~ {fappuni’ experh .f
observations = labeling dfasat ® ] = Sparsity @ —— Ip e
100%, 509, 7507 12,59, 5 10 15 20 25 30 35 40 S;I_iM?EAZSHt::;tES JO 75 80 85 90 95 100
DFA ldentification is the problem of finding a : 097 0) 075 0590 0524 Correlations with dataset characteristics:

. . . 10 0.93 (1) 0.64 (3) 0.51 (4) 0.5 (4) ’
smallest DFA, consistent with a set of given labeled 0 091 (1) 063 () 054 (3 051 (3 . Sparser datasets lead to bigger differences
exampIeS Approaches. 50 0.81 (2) 0.64 (3) 0.57 (4) 0.5(4) [2]

Hour t h: Method o th Test the hybrid (heuristic, [N with EDSM (in terms of state count)
i e;;ns ICdaI?PI’OHC . Me 9 S SI;I;SI\EIIS le - then exact) approach onj O * Larger alphabets lead to smaller differences
vidence-driven state merging ( ) algorithm L e with EDSM (in terms of state counts)
* STAMINA competition B N
T3 training sets with 5- m |
\_;,; ,rI fold cross validation — 6. Conclusions and future work
| S I [3]
) " Independent variable: Exact methods make for a bigger part of the
 When to switch from heuristic to optimal hybrid approach => generally smaller models
* Optimal methods: Methods for exact DFA Dependgnt varlable:. ,Ic_quyt,)crcljd approtach |d.e;1t|fJ|des.smaller DFAs, but
minimization such as reduction to SAT. * Resulting model (size, test-performance) at does NOL CONSISIENtly IMprove accutacy

Implementations of the hybrid approach:

SEA Graph . Bina.ry search on the size (DFA b.ound) of the
Identification j> Coloring j> SAT SAT solver partial automaton before we switch

* Binary search on the SAT offset after fixing the
— point at which we switch

Generate more and different datasets

Try stopping the greedy merging earlier (would
require higher computational effort)
Implement the entire DFASAT pipeline
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