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DFA – Set of states, transitions, 
alphabet -> A model that recognizes a 
certain regular language.
 
DFAs can act as surrogate models for software 
systems. However, the process of creating and 
maintaining them is costly and inefficient, and is 
usually omitted during software development.

2. DFA Identification

Software Model Synthesis – models are learned 
through already known execution traces of a system.

DFA Identification is the problem of finding a 
smallest DFA, consistent with a set of given labeled 
examples. Approaches:
• Heuristic approach: Methods such as the 

Evidence-driven state merging (EDSM) algorithm

• Optimal methods: Methods for exact DFA 
minimization such as reduction to SAT.
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3. Research Question

To what extent and in what ways does partially 
learning a model heuristically and then applying 
exact minimization - based on the decisions 
already made by the heuristic - affect test-
performance in DFA identification?

1. Deterministic Finite Automata (DFA)

4. Experimental setup

Use FlexFringe (software for running heuristic 
and exact methods) for DFA identification 
experiment.
Take inspiration from the STAMINA competition 
setup:
• BCR scores for measuring test performance
• Datasets with different difficulties

Test the hybrid (heuristic, 
then exact) approach on:
• STAMINA competition 

training sets with 5-
fold cross validation

Independent variable:
• When to switch from heuristic to optimal
Dependent variable:
• Resulting model (size, test-performance)

5. Results

Implementations of the hybrid approach:
• Binary search on the size (DFA bound) of the 

partial automaton before we switch
• Binary search on the SAT offset after fixing the 

point at which we switch

6. Conclusions and future work

Result differences compared to  pure EDSM:
• In terms of state counts

• In terms of BCR scores

Correlations with dataset characteristics:
• Sparser datasets lead to bigger differences 

with EDSM (in terms of state count)
• Larger alphabets lead to smaller differences 

with EDSM (in terms of state counts)

• Exact methods make for a bigger part of the 
hybrid approach => generally smaller models

• Hybrid approach identifies smaller DFAs, but 
that does not consistently improve accuracy

• Generate more and different datasets
• Try stopping the greedy merging earlier (would 

require higher computational effort)
• Implement the entire DFASAT pipeline

References:
[1]   Marijn J. H. Heule and Sicco Verwer. Software model synthesis using satisfiability solvers. Empirical Software Engineering, 18(5):825–856, 2013.
[2]   Neil Walkinshaw, Bernard Lambeau, Cedric Damas, ´ Pierre Dupont, Jan Van den Bergh, and Tom Mens. STAMINA: a competition to encourage the development and assessment of software model inference techniques. Empirical 
Software Engineering, 18(5):791– 824, 2013.
[3] MLtut. K-Fold Cross Validation in Machine Learning. https://www.mltut.com/k-fold-cross-validation-in-machine-learning-how-does-k-fold-work/, accessed June 2025.

[1]

[1]

[2]

[3]

[1]

mailto:v.g.chirov@student.tudelft.nl

	Introduction
	Slide 1


