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1. Background and introduction

Large language models (LLMs) are increasingly integrated into everyday tools, including but not

limited to search engines and messaging apps. Such increasing influence raises important ethical

considerations regarding their outputs. While biases and fairness in LLMs are widely explored,

less attention was given to possible hermeneutical injustice, especially in alignment processes

such as RLHF.

Keywords:

Hermeneutical injustice - ”the injustice of having some significant area of one’s social

experience obscured from collective understanding owing to hermeneutical marginalization”

[1]

Reinforcement Learning from Human Feedback (RLHF) - a process of collecting feedback

from humans in order to align LLM outputs to their preferences.

2. Research question

How are hermeneutical injustices encoded in Reinforcement Learning from Human Feedback

(RLHF) in the context of LLMs?

3. Methodology

Design

Semi-structured qualitative literature review examining how RLHF pipelines in large

language models may embed hermeneutical injustice toward adults with ADHD.

Search and selection
PRISMA-inspired screening.

Include: Peer-reviewed or organisational publications that describe at least one RLHF stage: Human

feedback collection; Reward modelling or Policy optimisation.

Exclude: non-RLHF ethics papers or purely theoretical RLHF proposals.

Analytical lens
For each RLHF stage, mapped technical practices against three desiderata that guard
against hermeneutical injustice:

Representation - does the RLHF method allow for the representation of diverse human experiences and

perspectives, including those of marginalised groups?

Flexibility - is the RLHF approach capable of handling a variety of communication and cognitive traits,

specifically when they deviate from neurotypical norms?

Authenticity - can the voices and experiences of neurodiverse groups be accurately maintained throughout

the RLHF process?

4 Target group

Despite making up 2-4% of the adult population [2], people with ADHD are frequently mis-

diagnosed and do not receive proper treatment, [3] which leads to their different experiences

being widely misunderstood. Key differences to consider include:

Differences in information processing - Attention of adults with ADHD tends to

deteriorate over time faster compared to neurotypical individuals. [4]

Differences in information conveying - Adults with ADHD tend to use more words and a

less coherent structure to convey a story. [5]

A 2025 study on neurodivergent users’ interaction with LLMs identified common complaints

and concerns expressed by people with ADHD, of which the most relevant to this study are:

Prompting - difficulties phrasing prompts in ways that yield helpful responses.

Biased responses - responses failing to capture neurodivergent thought processes.

Lack of authentic voice - having to rephrase LLM responses to preserve their own voice. [6]

5.1 Hermeneutical injustices in human feedback collection

The tables below show the prominent practices of human feedback collection in the RLHF fine-

tuning processes. The practical applications that were found to affect one or more of the desider-

ata are highlighted, and further explanation is provided below.

The papers collected during this stage of analysis include: [7, 8, 9, 10, 11, 12, 13]

Feedback methods

Likert scale ratings (1–7)

Binary thumbs up/down

Binary preference

Response ranking

Feedback pools

40 selected contractors

Users from 193 countries

Over 50 experts

US-based, master-qualified crowdwork-

ers

Representation - the lack of efforts to include diverse human experiences.

Flexibility - the exclusion of ADHD-typical communication traits.

5.2 Hermeneutical injustices in reward modelling

The table below shows the prominent reward modelling methods. The practical applications that

were found to affect one or more of the desiderata are highlighted, and further explanation is

provided below.

The papers collected during this stage of analysis include: [7, 9, 14, 15]

Dominant Reward Modelling Practices

Pairwise preference modeling using cross-entropy loss

Rule-Based Reward Models (RBRMs) using hinge loss

Use of Bradley-Terry (Elo) models

Authenticity - The possible silencing of certain terms, particularly those used by

neurodivergent people.

5.3 Hermeneutical injustices in policy optimization

The table below shows the prominent policy optimisation techniques. The practical applications

that were found to affect one or more of the desiderata are highlighted, and further explanation

is provided below.

The papers collected during this stage of analysis include: [16, 17, 18, 11]

Dominant Policy Optimisation Practices

Group Relative Policy Optimization (GRPO)

Proximal Policy Optimisation (PPO)

Authenticity - The mode collapse phenomenon known to happen during PPO can lead to

loss of the prompter’s authentic voice.

Flexibility - Similarly, due to difficulties of handling different communication styles, the

mode collapse phenomenon could make LLMs generate homogeneous outputs that

achieve high reward but lack diversity.

6. Conclusion

The RLHF process is not hermeneutically epistemically neutral. Hermeneutical injustice can

get encoded in each of the stages of RLHF, even if care was taken to reduce it in previous

stages. For example, even if the percentage of human evaluators diagnosedwithADHD roughly

corresponds to the general population of adults diagnosed with ADHD, these individuals still

represent a minority among evaluators, and their input may therefore be overwhelmed or sup-

pressed by mode collapse effects.

6. Future recommendations

The first important step is to attempt to generalise these findings to other marginalised groups

with unique needs - it is important to note that making an LLM accessible to a specific target

group does not necessarily lead to improved experiences for all users.

Human feedback collection. Conducting case studies from a significantly large group of

adults with ADHD to find agreement and disagreement points.

Reward modelling. Experimenting with combinations of different loss functions and

different reward models.

Policy optimisation. Building upon improving the dominant PPO method, drawing on

proposed theoretical improvements.

Finally, our findings underscore the need for interdisciplinary collaboration in LLM development.

Philosophical frameworks such as Fricker’s epistemic injustice [1] and empirical insights from

ADHD and neurodivergence research provide a richer and more just foundation for model align-

ment. After all, hermeneutical justice should not be seen as a philosophical add-on, but rather as

a core requirement in responsible LLM development.
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