
1  B A C K G R O U N D

Schema is a emotional and cognitive pattern [1].

SVM is a supervised machine learning technique and

it is used for classification.

Better Text Analysis algorithm required for the Chatbot!

Data set: 67 Schema Mode Inventory Questionnaire per

story

Questionnaire reflects 3 weeks of the patient
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How well can a schema be automatically classified

from a text using SVM?

Kernel function

Text Transformation

Comparison with kNN and RNN

2  Q U E S T I O N

3  M E T H O D S

5  D I S C U S S I O N

6  C O N C L U S I O N

Imbalanced data set

Incorrect labelling due to SMI questionnaire which

reflects 3 weeks of patient's mental state.

Small size of the data set

RNN is the best classifier in this experiment

One specific best kernel does not exist.

RBF was always the first or the second rank.

Data Preprocessing

C l e a n i n g  d a t a  

W o r d  e m b e d d i n g  ( f a s t T e x t )

R e m o v e  n o n i n f o r m a t i v e  d a t a ,  R e m o v e

s t o p w o r d s  ,  L o w e r  c a s e ,  E x p a n d  c o n t r a c t i o n s ,

T o k e n i z a t i o n ,  L a b e l l i n g  d a t a s e t

Classification

S V M  c l a s s i f i c a t i o n  u s i n g  S c i k i t - l e a r n

B i n a r y  c l a s s i f i c a t i o n  m o d e l  f o r  e a c h  s c h e m a

[ " v u l n e r a b l e " ,  " a n g r y " ,  " i m p u l s i v e " ,

" h a p p y " ,  " d e t a c h e d " ,  " p u n i s h i n g " ,

" h e a l t h y " ]

K e r n e l  f u n c t i o n s :  R B F ,  L i n e a r ,  P o l y n o m i a l

C o m p a r e  r e s u l t  b e t w e e n  d i f f e r e n t  k e r n e l s

C o m p a r e  r e s u l t  b e t w e e n  d i f f e r e n t  d a t a

p r e p r o c e s s i n g  t e c h n i q u e

C o m p a r e  r e s u l t  b e t w e e n  d i f f e r e n t

c l a s s i f i c a t i o n s  

Evaluation

4  R E S U L T

Binary Classification

Ordinal Classification

According to F1-Score, Polynomial is the best numerically (0.579)

According to Accuracy, average of the accuracy per schema is 66.8%.

According to Classification Report: Happy, Healthy are well classified.

According to ROC, Impulsive has the highest AUC.

Output Label: Binary Label calculated based on Allaart's Criteria. (True/False) for each schema

Result

Comparison with RNN and kNN

According to Performance metric [2] , Linear kernel gives the highest performance

According to Spearman Correlation, Happy is the most well classified schema 

Low positive 

Output Label: Ordinal label calculated by mapping average of questionnaire to (0 - 3)

Result

      correlation

Per Questionnaire Classification

According to F1-Score, RBF is the highest.

According to Classification Report,

Happy and Healthy are well-classified

Overall high Recall value

Output Label: 67 questionnaire values

Result
Future work

Research on the current data set

Specific labelling

Collecting more data

Classification Report of Polynomial ROC curve of Polynomial
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